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Upcoming Meetings
CS Issues

1. Adaptation update …. RPI
2. Perlmutter Scaling update and issue with large jobs
3. Request for 64 bit scorec libraries…. J. Chen
4. NERSC Time 
5. Changes to github master since last meeting 
6. Regression tests
7. Debug for Dingyun’s application

Physics Studies
1. Highlights from ITPA MHD meeting
2. Highlights from NSTX-U PAC meeting
3. New PoP publication involving M3D-C1
4. Anything else
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Upcoming Meetings

Sherwood Theory May 8-10 Knoxville, TN

EPS July 3-7 Bordeaux, France 

TSDW July 19-21 Princeton, NJ

IAEA Oct 16-21 London, UK

APS Oct 30 – Nov 1 Denver, CO

AAPPS-DPP Nov 12-17 Nagoya, JP



Adaption Update

RPI?



perlmutter_cpu update

• Large jobs with 73 K vertices(N) and 98 K vertices (L)  with 380 vertices/partition
• Normally fail with 64 cpu/node and 64 planes  (SUBPC error)
• Sometimes fail with 64 cpu/node and 32 planes
• Both 32 and 64 plane cases more likely to run with 48 cpus/node

• Smaller meshes with 9 K vertices (B) and 19 K vertices (H)
• Normally run ok with 128 cpu/node and 150 vertices/partition
• Also run ok with 64 cpu/node and 300 vertices/partition
• Too many vertices/partition gives oom error (not SUBPC)

• perlmutter is down this week for extensive testing
• I will resume these tests next week



NSTX-Grid B 9614 2D Vertices

par V/par cpu/n npl nodes time

128 75 128 8 8 9:14

16 16 10:45

32 32 15:27

64 64 23:02

64 150 128 8 4 14:34

16 8 16:39

32 16 22:04

64 32 41:00

32 300 64 8 4 19:51

16 8 21:58

32 16 26:10

64 32 35:04

par V/par cpu/n npl nodes time

256 75 128 8 16 13:33

16 32 16.23

32 64 23:07

64 128 Hung

128 150 128 8 8 18:00

16 16 23:08

32 32 30:22

64 64 45:35

64 300 64 8 8 23:47

16 16 27:15

32 32 34:53

64 64 46:13

NSTX-Grid H 19218 2D Vertices



Perlmutter Scaling Update (1) 
Toroidal Weak Scaling
• Compute time (defining matrix) scales perfectly
• Solve time (solving matrix) increases linearly with # planes
• # of GMRES iterations also increases linearly with # planes



Perlmutter Scaling Update (2) 
Poloidal Weak Scaling
• # of GMRES iterations does NOT increase linearly with #poloidal vertices
• Solve time does increase approximately linearly with #poloidal vertices



192-N-Run10a 192-N-Run10b

Problem with large jobs on Perlmutter_cpu:
Same job, submitted twice, 192 partitions. 32 planes,   96 nodes, 6144 p,  73044 V/P, 64 cpu/node

PC failed due to SUBPC_ERROR



Request for 64 bit scorec libraries

Jin Chen has compiled 64-bit petsc libraries:

/global/cfs/cdirs/mp288/jinchen/PETSC/petsc.20220915
drwxrws--- 9 jinchen mp288 4096 Mar 24 12:10 perlmuttercpu-nvidia-64bit
drwxrws--- 9 jinchen mp288 4096 Mar 25 15:33 perlmuttercpu-nvidia-st-64bit
drwxrws--- 9 jinchen mp288 4096 Mar 25 18:19 perlmuttercpu-nvidia-cplx-64bit

and now needs the RPI group to port their scorec library to be compatible with this 
build.



NERSC Time 2023 
mp288

• MP288 usage rate is a bit high 
• Also, 10k  GPU node hours 
• Cori to go away end of April 2023

34.8  K Node Hours remaining!



Changes to github master --after 2023-02-27
Nate Ferraro:
03/03/23: Added kprad_dt to scalar output.  

Incremented output version to 44
Removed ihypamu input variable and newvar matrices associated with old h
hyperviscosity code

03/13/23: Extended hyperp terms to include toroidal derivatives
03/20/23:  Allowing subtraction of vacuum fields in general case

Andreas Kleiner:
03/07/23:  Added new functionalities to Python routines

Interactive adjustment of sizfieldParam parameterstoroi
Calculate toroidal peaking factor
Return time of time slice in code or MKS units
Plot M3D-C1 input namelist parameters as a function of time
Overplot toroidal planes in plot_field vs phi
Updates do docstrings
Updated documentation

03/17/23: A small typo in last commit
03/17/23:  Python routines :  Added missing script that returns shaping parameters



Changes to github master --after 2023-02-27
Seegyoung Seol:
02/28/23: Added Morteza 3D adaptation code
02/28/23: adding 3D adaptation with ADAPT=1 compilation flat
02/28/23:  invalidating obsolete adaptation routine
03/13/23:  model adjacency function added
03/14/23: cleaning up m3dc1_scorec
03/18/23: Fixing compilation error in unstructured
03/19/23: adding config files for stellar intelmpi
03/21/23: adding config files for centos7

Jin Chen:
03/23/23: Perlmutter_cpu nodes pumi and scorec libraries update
03/23/23: Perlmutter gpu nodes pumi and scorec libraries updated
04/04/23: superlu_dist print nnz of each jacobi block added

Yao Zhou:
03/02/23: Allow itaylo=41 in non-ST case 
03/02/23: moved 3D vacuum field subtraction to rmp_per
03/02/23:  Allow vacuum field subtraction in general case



Changes to github master --after 2023-02-27

Usman Riaz:
03/03/23:  A test case to run mesh adapt on single model face with smooth transition on 
boundaries.   A small bug in m3dc1+_scorec/scr/m3dc1 adapt.cc is fixed
03/13/23: The failing adapt regression test with compilation flag ADAPT=1 has been fixed
03/14/23: Adding mesh file for the adapt test
03/17/23:  The functionality to adapt elements on selected mode faces has been added.
The parameter “iadaptFaceNumber” sets the desired model face for adaption.
“iadaptFaceNumber” defaluts value is -1.  It should be set greater than 0 to work.
If the ID of the face specified by “iadaptFaceNumber” doesn’t exist, the code will
Throw an error with the warning message.
The functionality works with “adapt_by_field” (psiField”
03/23/23: Updating create_smb routine



Local Systems
• PPPL centos7(04/14/23)

– 7 jobs PASSED

• PPPL greene (04/14/23)

– 5 jobs PASSED

• STELLAR (04/14/23) 

– 7 regression tests PASSED on stellar

• TRAVERSE_gpu(11/04/22)

– Compilation error   (being looked at by Seegyound , Jin, and Chang)



• Perlmutter_cpu (04/14/23)
6 jobs PASSED
NCSX failed with very small difference in C1ke

• Perlmutter_gpu (02/19/2023)    04/02/23:  will not compile
– pellet, RMP, & RMP_nonlin, adapt all PASSED
– KPRAD_2D, KPRAD_restart, NCSX  all failed with very small differences
– adapt not submitted

NERSC



Dingyun is trying to reproduce a case in my 2020 paper

Need to find when these differences first occur: 

git log --after 2018-06-30 > logout

git clone 
https://github.com/PrincetonUniversity/M3DC1

git checkout 8a6a036

Had to:
• remove wrrestartglobal from output.f90 and 

restart.f90
• Comment out MPI_Comm_split in newpar.f90
• Copy stellar.mk from current version



Progress on debug

Differences first appear on 11/17/20
• 5 commits that day by Yao Zhao
• Mostly concerned with bf to bfp change
• Commit at 14:48 with hashtag 4306198 looks ok
• Commit at 17:00 with hashtag b572e1e shows difference…..merge

• The two versions agree exactly in 2D !



Run49, fp, op=1
11_17_20: 17:00
Commit: b572e1e7

Run48, f, op=11
11_17_20: 14:48
Commit: 43061986

t=4500 t=9000 t=13500



Comparison of TEMAX for versions in Run48 and Run49



41st Meeting of ITPA Disruption and 
Control Topical Group

28-31 March 2023

some highlights



From Michael Lehnen, “Update on the ITER project”



From Pustovitov “Disruption forces – theory and modeling”



Eric Nardon:  “Characterization of power deposition to PFCs by RE”



C. Paz-Soldan “RE Wave/MHD Interactions”



N. Eidietis “SPI Physics Validation”



F. Artola:  JOREK simulation of unmitigated disruptions in JET and ITER 



N. Eidietis:  SPI Physics Validation



NSTX Program Advisory Presentation

Walter Guttenfelder

March 22, 2023









New Physics of Plasmas Publication



That’s All I have

Anything Else ?


