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Abstract
Recent developments to the M3D-C1 code enable higher fidelity modeling of disruptions, and
can be applied in the design verification of reactor-scale tokamaks. Among these new
capabilities is a method to mesh conducting vessel structures such as coils and passive plates,
packing of the toroidal mesh around gas injectors, as well as anisotropic resistivity inside the
vessel structures. We present extended-magnetohydrodynamic (MHD) simulations of disruption
mitigation via massive gas injection (MGI) in SPARC. The goal of this study is to inform the
disruption mitigation layout of SPARC and aid in the design of an effective gas injector
configuration. Fully three-dimensional simulations with M3D-C1 are carried out for various
injector configurations with the primary goal of determining the effect of different MGI
parameters on heat loads and vessel forces. The simulations include a model for impurity
ionization, recombination, advection and radiation, as well as spatially resolved conducting
structures around the plasma. A localized mixture of deuterium and neon with a small toroidal
and poloidal width is injected in up to six locations. We demonstrate that M3D-C1 can model a
rapid shutdown via MGI using narrow and more realistic gas plumes than in previous
simulations. As a result of the q= 1 surface in the SPARC baseline case a sawtooth is observed
early in the simulations. Despite the sawtooth and the onset of edge MHD instabilities, the
impurity distribution remains localized around the injector locations, but enables a radiative
shutdown of the plasma. We find that using the maximum of six gas injectors results in a lower
peaking factor and leads to a more even distribution of radiation toroidally than using two
injectors.
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1. Introduction

Tokamaks are prone to plasma disruptions [1] as a result of
magnetohydrodynamic (MHD) instabilities or loss of control
[2]. Disruptions are a sudden loss of thermal energy and
plasma current. Strong heat loads, especially in the divertor
region as well as forces on the vessel occur as a result of
disruptions with potential catastrophic effects on the device.
Thus, disruptions are a major concern for the operation of
tokamaks, especially for reactor-scale machines, where dis-
ruptions can shorten the operational lifetime or cause dam-
age to the machine. In order to manage these challenges many
efforts aim at prediction, avoidance and mitigation of dis-
ruptions. However, not all disruptions can be avoided and
therefore mitigation strategies need to be implemented in
machine designs. SPARC is a modern tokamak that follows
the high-field path [3] to achieve a net fusion energy gain using
high-temperature superconducting magnets [4], and is cur-
rently under construction by Commonwealth Fusion Systems
in Devens, Massachusetts [5]. While the machine is being
designed to withstand the forces that are expected during an
unmitigated disruption [6], it is estimated that disruptions in
SPARC can result in heat flux high enough to melt the surface
of the tungsten plasma-facing components [7].

As complete disruption avoidance is very challenging, dis-
ruptions are likely to occur in SPARC and the machine needs
to be equipped with an effective disruption mitigation system
(DMS). Following the successful deployment of massive gas
injection (MGI) to mitigate disruptions [8, 9] on many exist-
ing tokamaks including Alcator C-MOD [10, 11], and suc-
cessfully operating as a machine protection system on JET
[8], the SPARC DMS will be based on the same method.
Besides (shattered) pellet injection [12, 13], MGI has been
shown to be effective in the rapid shutdown of plasmas [14]
by radiating part of the stored energy. With this goal in mind
we present extended-MHD simulations in SPARC with higher
fidelity models for the wall region and gas injection. Previous
studies of disruption mitigation using various extended-MHD
codes have only included an ideally conducting wall [15, 16],
parts of the inner wall [17] or a single inner wall only [18,
19], whereas in the present work we will include several wall
layers and conducting elements within the wall region to cap-
ture eddy currents and wall forces more accurately. Artola
et al [18] contains a comparison of three extended-MHD codes
that are widely used for disruption studies. Note that the model
to represent wall elements within M3D-C1 has been updated
since the publication of [18], and the updated wall model is
described in the present manuscript. Another challenge has
been resolving the jets for the injected impurities with previ-
ous analysis using toroidally very wide impurity distributions
[20], while in our simulations we will use a toroidally packed

mesh that allows for a narrower and thus more realistic gas
plume. The results of the simulations presented here inform
the MGI layout of SPARC about the optimal injector layout
in terms of location and number of injectors. In particular, we
are interested in how these parameters affect radiated power,
rapid shutdown time, toroidal peaking factor (TPF) and wall
forces during a planned shutdown of the plasma via MGI. This
also serves as a proof-of-principal study that demonstrates that
MGI can be modeled with a realistic size of the gas plume in
extended-MHD simulations. For the first time we present sim-
ulations of disruption mitigation in the SPARC tokamak.

Projections for the dynamics of a rapid plasma shutdown
to mitigate the effects of disruptions can be carried out by
means of 3D MHD simulations coupled with a model for
atomic physics to treat the dynamics of the impurity species.
In this paper we simulate rapid plasma shutdowns in SPARC
viaMGI using theM3D-C1 code, which has been successfully
applied to model disruption dynamics and mitigation in previ-
ous studies [15, 19, 21] and has been benchmarked with other
3D MHD codes [16]. This work builds upon the coupling of
M3D-C1 with KPRAD [22] using the gas injection capabilit-
ies developed before [16], but the present study extends these
capabilities by using newly developed abilities to represent
further conducting structures and anisotropic resistivity inside
these structures, as well as non-equidistant toroidal planes to
better resolve the (narrow) gas injection sites. The M3D-C1
code solves a set of extended-MHD equations using advanced
meshing utilities that allow for whole device modeling. In the
present simulations we are applying recently developed fea-
tures such as anisotropic resistivity in the wall region to repres-
ent ports, and non-equidistant toroidal planes to better resolve
the injected narrow gas plumes. While simulations with one
to six gas injectors have been carried out, most of the analysis
will focus on cases with two and six injectors, representing
gas injection at a single toroidal site and at three toroidally
equidistant sites, respectively. Note that the final design for
SPARC has six injectors at six equidistant toroidal locations
alternating top and bottom injection. This decision was influ-
enced by our physics understanding at the time of the decision
informed by the simulations reported herein and complement-
ary simulations from the NIMROD code [23], together with
engineering considerations regarding SPARC port allocations,
diagnostic implications, and space constraints. Future simula-
tion and SPARC experimental work may validate or invalidate
the expectation that the 6 valve equidistant toroidal distribu-
tion alternating top-bottom leads to the lowest radiation peak-
ing incident on the wall.

This paper is structured as follows: section 2 describes the
plasma equilibrium, numerical model including the M3D-C1
extended-MHD equations and impurity model as well as the
representation of device components and the computational
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mesh. Section 3 presents the rapid shutdown dynamics
observed in the studiedMGI scenarios. The spatial distribution
of impurities and toroidal peaking of radiation are analyzed in
section 4. In section 5 we discuss the evolution of flux surfaces
and formation of stochasticity throughout the thermal quench
(TQ) and current quench (CQ).

2. Plasma equilibrium and numerical model

In this section we describe the SPARC primary reference
discharge (PRD) equilibrium, which provides the initial
conditions for the rapid shutdown simulations, followed by the
physical and numerical model of M3D-C1.

2.1. SPARC equilibrium

The initial conditions for the extended-MHD simulations are
given by the SPARC PRD, which is a projected double-null
diverted equilibrium with DT fueling in H-mode, maximizing
fusion gain [24]. The geometry as well as pressure and safety
factor profiles are shown in figure 1. In this paper ψN denotes
the normalized poloidal flux. While this discharge is projec-
ted to operate in H-mode, the profiles do not have a pedestal.
The plasma has a geometric major radius of R0 = 1.85 m with
the magnetic axis being located at Rm = 1.89 m and the LCFS
closely follows the inner wall. The central safety factor value
is below one, and thus the plasma is prone to developing a saw-
tooth instability. The initial plasma current is Ip = 8.8MA at
an on-axismagnetic field ofB0 = 12.2 T, and the initial thermal
and in-vessel poloidal magnetic energies areWT = 20MJ and
WM = 70MJ, respectively.

2.2. Extended-MHD and impurity dynamics model

Nonlinear 3D simulations are performed with the initial value
code M3D-C1, which implements an extended-MHD model
derived from the Braginskii equations [25]. In particular, the
extended-MHD model used in our simulations is given in
terms of the equations

∂n
∂t

+∇· (nu) = Σ ,

∂nj
∂t

+∇· (nju) = σj+D∇2nj ,

nmi

(
∂u
∂t

+u ·∇u
)
= J×B−∇p−∇ ·Π

+F−muΣ ,

∂p
∂t

+u ·∇p+Γp∇· u= (Γ− 1)
[
Q−∇ · q+ ηJ2

−u ·F−Π :∇u− 1
2
mi v

2Σ
]
,

E=−u×B+ ηJ ,

J=
1
µ0

∇×B,
∂B
∂t

=−∇×E , (1)

with Σ := σ+D∇2n and where, as usual, B denotes the mag-
netic field, p the pressure and n the main ion density. For an
impurity with atomic number Znj denotes the density for each
charge state with 1⩽ j ⩽ Z. Furthermore, u is the fluid velo-
city, J the current density, E the electric field, Γ the ratio of
specific heats, mi the main ion mass, η the resistivity, Π the
viscous stress tensor, F are external forces, Q is a heat source
term, σ an ion source term and D denotes particle diffusivity.
The heat flux density is q=−κ∇T−κ∥

BB
B2 ∇T with isotropic

thermal conductivity κ, parallel thermal conductivity κ∥ and
temperature T. For further information on the M3D-C1 model
equations see [15]. This system of equations is solved in 3D
geometry using reduced quintic C1 finite elements within the
poloidal plane and cubic finite elements in toroidal direction
[26, 27] with semi-implicit time stepping on an unstructured
mesh with triangular elements in the poloidal plane and prism-
shaped elements toroidally (see section 2.3 for more details
on the mesh). Plasma resistivity is calculated according to
the well known Spitzer resistivity model. Equilibrium plasma
rotation can in principle be included, but is not considered in
this study as it might have introduced further numerical chal-
lenges. In our model the stress tensor Π includes the effect of
finite viscosity, which has a direct influence on plasma dynam-
ics. The simulations are carried out fully three-dimensional
as explained in subsection 2.3. The code uses a cylindrical
(R,ϕ,Z) coordinate system, where R is the major radius, ϕ the
toroidal angle and Z the vertical distance w.r.t. the midplane.

Atomic processes such as ionization, recombination and
radiation are included via the KPRAD module [22], which
has been coupled with M3D-C1 [15]. This model does not
assume a coronal equilibrium. Instead ionization and recom-
bination determine the impurity charge state evolution. The
radiated power, associated with charge state k is calculated as
Prad,k = nkneLk, where nk is the ion density of charge state k,
ne is the electron density and Lk is the radiation rate, which
is taken from the ADPAK database [28]. Within this model
loss of thermal energy can happen due to ionization, line radi-
ation, bremsstrahlung and recombination radiation. Neutral
impurities are injected at zero temperature and brought to the
ion temperature Ti upon ionization. KPRAD uses an explicit
time step with faster subcycling than a typical MHD time step
such that multiple KPRAD time steps are carried out during
a single advance of the MHD time step. Changes to the dens-
ities of individual ion charge states based on recombination
and ionization rates are calculated within KPRAD and enter
the M3D-C1 equation through the source/sink terms in the set
of equations (1). Advection is calculated within M3D-C1 by
solving a PDE during the MHD time step. More details on the
coupling between M3D-C1 and KPRAD can be found in [15].

2.3. Meshing & representation of vessel components

M3D-C1 uses an unstructured triangular mesh that can be
divided into three distinct areas: (1) a plasma region, where
the set of extended-MHD equations (1) is being solved. This
region covers the plasma and extends beyond the last closed
flux surface (LCFS) to the inner wall. In the region between the
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Figure 1. (a) Flux surfaces of the initial equilibrium shown together with the inner wall and the outermost shell of the vacuum vessel. (The
full mesh and wall structures are illustrated in figure 2.) (b) Pressure p and safety factor q profiles in the SPARC PRD equilibrium used in
our disruption mitigation simulations.

LCFS and the first wall, the plasma is considered to have very
low pressure and temperature and thus very high resistivity. (2)
A resistive wall region. (3) A vacuum region without plasma,
but finite electromagnetic fields. Recent developments to the
M3D-C1 code enable a more accurate representation of device
structures. Unlike in previous studies of disruptions and their
mitigation, the wall region is not modeled as a single thin
layer, but consists of multiple shells comprised of spatially
resolved conducting elements with realistic resistivity values.
These three regions of the computational domain together with
the device structures that are included in the M3D-C1 model
are illustrated in figure 2. Including more conducting elements
than only the inner wall allows us to better identify where
eddy currents are induced inside the device and enables a more
accurate calculation of the wall forces. SPARC has rows of
ports at three poloidal locations on the outboard side. These
ports are represented in the model in terms of axisymmet-
ric regions of anisotropic resistivity, where the wall mater-
ial’s actual value of resistivity is applied to poloidal currents,
but toroidal currents are suppressed by applying vacuum res-
istivity to the toroidal component of the current density within
the port area. At the time when the simulations were carried
out the SPARC design featured two passive plates, which are
included in the wall model (see figure 2). However, these pass-
ive plates have since been removed and are no longer part of
the SPARC design. The simulations presented here are fully
three-dimensional and use prism-shaped elements in between
toroidal planes. The number of toroidal planes used in a par-
ticular simulation depends on the number of toroidal injector
locations and the toroidal spread of the gas plume, but ranges
in between 12 and 24 for the cases presented here. M3D-C1
does not require these toroidal planes to be equidistant, and

in order to better resolve the dynamics around the gas jets
and to resolve the strong gradients, toroidal planes are packed
around the injector locations as shown in figure 3. During the
six injector simulation we increased the number of toroidal
planes from 18 to 24 as the injected gas plume was moving
toroidally. Two planes were added toroidally at each side of
the injector sites to ensure that the strong gradients associated
with the injected gas can still be resolved.

2.4. Model for gas injection dynamics & injector layout

One configuration that was considered for the SPARC DMS
layout is six gas injector valves at three toroidal locations
with an upper and lower gas valve. In the simulations we con-
sider up-down symmetric configurations with six, four and two
injectors, as well as up–down asymmetric configurations with
one and five injectors.Within the poloidal plane the ends of the
MGI barrels are modeled at R= 2.18m and Z=±0.68m. The
toroidal location varies depending on the number of injectors.
When one or two injectors are used the gas is injected only
at a single toroidal position. With four injectors the toroidal
spacing is 180◦, with five and six injectors the toroidal spa-
cing between injectors is 120◦. The injected gas is modeled in
terms of a gas plume with Gaussian shape and is toroidally
localized. Smaller gas plumes provide a more realistic rep-
resentation of the injected gas jets and thus allow for a more
physical prediction. However, such small impurity plumes are
more difficult to resolve in the simulations and require very
small time steps in addition to using higher spatial resolution.
In the process of finding plume sizes that would be as real-
istic as possible, but could still be resolved we adopted a half
width of the Gaussian of 8 cm in poloidal direction and 80 cm
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Figure 2. Unstructured mesh showing the plasma region within the first wall (red) with relevant surrounding conducting structures. Two
shells of the vacuum vessel are shown in green, and the passive plates in black. The purple lines indicate the location of the ports, where
anisotropic resistivity is used. Magnetic field coils are plotted in orange. Note that the poloidal field and center stack coils lie within the
computational mesh outside of the shown area.
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Figure 3. Electron density as a function of the toroidal angle ϕ and Z at fixed R= 2.18m showing the location and size of the gas injectors.
The orange lines indicate the position of the 24 toroidal planes, and how they are more densely packed around the injector sites than in
between.

in toroidal direction in the simulation with two injectors. In the
six injector case we were able to reduce it to 4 cm and 24 cm,
respectively. Figure 3 illustrates the injector layout in the sim-
ulations using the full six injector layout as an example. The
gas plume has zero initial velocity, but is advected by the bulk
plasma. At the time when these simulations were carried out
the projection was for SPARC to use a mixture of neutral Ne
and ionized D in a ratio of 1:10. It is expected that ∼ 1022

Ne atoms must be delivered in a gas pulse with a duration of
2ms for successful mitigation of the SPARC PRD. An injec-
tion rate of 7.5× 1023 particles of Ne per second is used which
gives near the full delivery with six valves. In our simulations,
the impurities are injected beginning at t= 0 at the nominal
injection rate.

3. Evolution of disruption dynamics

The analysis in this section focuses on the cases with two
and six injectors at the same total injections rate of 7.5× 1023

Ne/s, as these two cases represent injection at a single tor-
oidal plane and at the possible maximum of three toroidal
planes. However, simulations with different numbers of inject-
ors and different total injection rates were also performed
until the early TQ. Here, each individual gas injector uses
the same injection rate, and the total number of injected
particles thus scales with the number of injectors. Table 1
provides an overview of the injection rates in each considered
case.

Table 1. Injection rates in units of particles of Ne/s are shown for
the simulations presented in this paper.

# Injectors Injection rate per injector Total injection rate

1 1.25× 1023 1.25× 1023

2 3.75× 1023 7.5× 1023

4 1.25× 1023 5× 1023

5 1.25× 1023 6.25× 1023

6 1.25× 1023 7.5× 1023

3.1. MHD, radiated power and thermal energy

The SPARC PRD equilibrium exhibits an on-axis safety factor
below unity with a rational q= 1 surface at ψN = 0.25, as seen
in figure 1(b). This leads to the onset of a sawtooth instabil-
ity early in the simulations. At the same time, the presence of
the gas plumes due to MGI induces a low-n MHD perturba-
tion, where n is equal to the number of toroidal injection loc-
ations, i.e. n= 1 for two injectors and n= 3 for six injectors.
The magnetic energy associated with different toroidal modes
in these two cases is shown in figure 4. With only two injectors
the n= 1 mode is dominant as expected from both, the saw-
tooth, and also the n= 1 perturbation introduced by the gas
injection in a single toroidal plane. Mode growth is slow dur-
ing the pre-TQ and amplitudes peak during the TQ. In the six
injector case the n= 3 mode due to gas injection grows first
and shortly after it saturates the n= 1 mode becomes domin-
ant. Here, the pre-TQ is defined as the period between the start
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Figure 4. Magnetic energy associated with different toroidal modes. Low-n instabilities grow early due to the gas plumes and sawtooth
instability. The black lines indicate the approximate beginning and end of the thermal quench, during which strong MHD activity is seen.
(a) Simulation with two injectors. (b) Simulation with six injectors. Both at the same total nominal injection rate of 7.5× 1023 particles of
Ne per second.

of injection and the time when the thermal energyWth starts to
drop significantly. During the TQ a strong n= 2 perturbation
develops together with a broad band of weakermodes at higher
n. Figure 5 shows the toroidal current density plotted in the
injection plane atϕ = 60◦ in the simulationwith six gas inject-
ors. In the pre-TQ and early TQ edge perturbations are seen
that arise due to the presence and toroidal periodicity of the
injected impurities. In these phases toroidal eddy currents are
formed in the inner vacuum vessel in between the port regions,
where such currents are suppressed due to anisotropic resistiv-
ity. In the late TQ the plasma becomes stochastic, which coin-
cides with the onset of a broad spectrum of toroidal modes
seen in figure 4(b).

The initial stored energy of this SPARC PRD equilibrium
is Wth = 20MJ. In the simulations this energy is lost via radi-
ation due to atomic processes as modeled with KPRAD, but
also through thermal conduction through the first wall (red
line in figure 2). The amount of energy that is lost via con-
duction strongly depends on the value of thermal conduct-
ivity κ that is imposed on the plasma. Within the extended-
MHDmodel κ is not calculated self-consistently, but provided
based on empirically determined values. Throughout most of
the simulations and where not otherwise stated we use a value
of κ= 1.54× 1021m−1 s−1 for isotropic thermal conductivity,
while parallel thermal conductivity is set to a value of κ∥ =
1.54× 1026m−1 s−1. Figure 6 shows the temporal evolution
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Figure 5. Toroidal current density in the pre-TQ, early TQ and late TQ is shown in the injection plane at ϕ = 60◦ for the simulation with
six injectors.

of the total radiated power in all considered injector scenarios
ranging from one to the maximum of six injectors5. Small
sudden bursts of radiation are seen in the pre-TQ through-
out all cases. While it is not entirely clear what causes these
bursts, one explanation could be the cold injected gas reach-
ing rational flux surfaces where it is rapidly transported along
the field lines and thus able to radiate promptly. Nevertheless,
as can be seen from figure 6(b) these radiation spikes do not
lead to a noticeable loss of thermal energy, and thus do not
matter for the overall energy balance. In the pre-TQ the loss
of thermal energy is seen to scale with the number of injectors
and thus also the total rate of injected impurities. The onset of
the sawtooth starting at< 1ms also does not correlate with an
increase in radiated power. This can be explained by a lack of
impurity mixing, as the impurities were not transported to the
core and remain at the plasma edge at this early point in time.
It can be seen in figure 6(b) that the one and five injector cases
loose their thermal energy more rapidly than the other cases.
This is a result of numerical difficulties in these simulations
that required the isotropic thermal conductivity to be raised to
a value of κ= 1.39× 1022m−1 s−1 during the early TQ to get
converged results. This increased the loss of energy by means
of conduction through the first wall. These difficulties were
not seen in the two and six injector simulations, where a radi-
ative TQ is observed. In the two cases at the full nominal injec-
tion rate, i.e. two injectors and six injectors the initial stored
thermal energy is lost within ≈ 4ms after injection started.
With six injectors, however, a small amount of energy is lost
through conduction in the pre-TQ as a result of imposing a
temporarily larger κ in this phase. Despite starting the actual
TQ from a lower Wth with six injectors the TQ finishes about
0.2ms later than in the two injector case. With 6 injectors
it takes the plasma slightly longer to loose all of its thermal
energy compared with 2 injectors andPrad peaks at a later time,

5 Note that the cases with one, four and five injectors experienced difficulties
converging around the start of the TQ and were not continued as the cases with
two and six injectors represent injection from one and three toroidal locations,
respectively. The case with four injectors at two toroidal positions was con-
sidered an alternative scenario, and with its toroidal spacing of 180◦ it would
have required repositioning the DMS on the device.

as seen from figure 6. At the end of the TQ radiated power
is still large, which is due to a conversion of Ohmic heating
to radiation. In both cases more than 95% of the energy are
radiated, while only about 2.1MJ are conducted through the
wall.

3.2. Current quench

Towards the end of the TQ an increase in plasma current is
observed between 3ms and 4ms just before the start of the
CQ. The toroidal current as a function of time is shown in
figure 6(c). In both scenarios the CQ is very fast with a dur-
ation of only about 2.2ms in the case of two injectors and
2ms with six injectors, respectively. The observed CQ is faster
than the prediction of the ITPA scaling [29], which yields a
minimum CQ duration of 3ms for the given SPARC equilib-
rium. However, we find that Te drops rapidly with the onset of
the CQ and during the second half of the CQ Te reaches val-
ues below 6 eV, which is smaller than the values of Te that
were seen in experiments for example on EAST [30]. The
rapid drop of Te observed in the simulation together with the
low value of Te towards the end of the CQ would lead to
increased plasma resistivity according to the Spitzer resistiv-
ity model and could explain the fast CQ. M3D-C1 modeling
of KSTAR found shorter CQ durations than seen empirically
[31]. Further validation of the predicted CQ durations inM3D-
C1 is a topic of future works. At 6 ms, when the toroidal cur-
rent is close to zero, the KPRADmodule was switched off and
at the same time the plasma viscosity was increased drastically
in M3D-C1 to terminate the plasma dynamics with the aim to
speed up the simulation and calculate the wall forces in the
post-CQ.

3.3. Wall forces during and after rapid shutdown

There is no substantial vertical movement of the plasma during
the rapid shutdown, i.e. we observe neither a hot or cold ver-
tical displacement event (VDE). This is shown in figure 7 for
the simulations with two and six injectors. The quantity shown
here is the vertical position of the current centroid, which can
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Figure 6. Radiated power (a) and thermal energy (b) vs. time for different injector configurations ranging from one to six injectors. Small
transient radiation spikes occur in the pre-TQ in all cases. Radiated power during the TQ and CQ is shown for the cases with two and six
injectors. (c) Total toroidal current inside the plasma domain shown for the two and six injector cases at the same injection rate.

be challenging to determine depending on the magnetic geo-
metry. With six injectors this code diagnostic indicates a max-
imum vertical displacement of about 10 cm, which is smaller

than the vertical displacement of 24 cm with only two inject-
ors. However, Poincare plots show an even smaller vertical dis-
placement of only a few cm in both cases. The absence of a
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Figure 7. Comparison of the vertical position of the plasma current centroid in the simulations with two and six injectors.

Figure 8. Total axisymmetric and non-axisymmetric forces inside the wall region. The vertical lines indicate the beginning and end of the
current quench.

VDE is beneficial for the forces on the plasma vessel as eddy
currents as well as halo currents associated with the vertical
plasma motion are absent.

Overall, the forces on the vessel structure are moderate
as seen in figure 8, which shows the horizontal and vertical
axisymmetric force, as well as the non-axisymmetric sideways
force integrated over the wall region. The strongest force is
the axisymmetric radial force, which peaks at 40 MN during
and after the CQ and points inwards in both injector cases.
After the peak, the force is seen to slowly decay, which is
consistent with the projected wall time of ∼50ms on SPARC.
The axisymmetric vertical force is two orders of magnitude
smaller than the radial force, and thus differences between the
two injector and six injector cases can be ignored. The non-
axisymmetric sideways force (in horizontal direction) differs
in the two considered injector scenarios. With only two inject-
ors the force reaches peak values of above 2MN, whereas with
the full six injector layout the force is only about half of this
value. However, the sideways force is one order of magnitude
smaller than the axisymmetric radial force and thus in terms of
the wall forces the six injector case performs only marginally
better.

4. Spatial distribution of impurities and radiation

4.1. Localization of impurities and radiation

In the simulations it is seen that the injected impurities stay
localized around the sites where the gas was injected. Figure 9
shows electron density ne and radiated power Prad at the plane
of injection at different times during the simulation. While the
size of the impurity cloud increases somewhat in size over
time, there is no considerable radial, toroidal nor poloidal
transport of the impurities throughout the TQ. As mentioned
before, impurities are injected at zero temperature and then
heated by the bulk plasma. Since the simulations use a single-
fluid model, there is no ambipolar electric field resulting from
electron pressure gradients, which might drive propagation of
impurities to the surrounding plasma [32]. The instantaneous
temperature equilibration causes a local decrease in temperat-
ure and pressure at the injection sites thus keeping the injected
impurity atoms from spreading. Furthermore, toroidal equilib-
rium rotation is not considered in these simulations as simula-
tion time was limited and the incomplete physics basis on rota-
tion braking following MGI challenged the development of a
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Figure 9. Electron density (top) and radiated power (bottom) shown for the six-injector case at the ϕ = 60◦ injector plane at different times.

reduced model. If finite equilibrium rotation was included, the
impurities would be expected to better distribute along the flux
surfaces in toroidal direction leading to less accumulation and
also lower toroidal peaking as is discussed in the next section.

4.2. Toroidal peaking of radiation

To estimate the toroidal spread of radiation and to get an estim-
ate on peak radiative heat loads on the first wall we calculate
the TPF for radiated power. At a given time t the TPF can be
defined as the peak value of the radiation field integrated in the
poloidal plane at any toroidal location divided by the toroidal
average

TPF=
[
˜
Prad (R,ϕ,Z)dRdZ]peak

1
K

∑
k

˜
Prad (R,ϕ,Z)dRdZ

, (2)

wherePrad is the radiated power,K is the number of equidistant
toroidal planes used to evaluate the TPF and k is an index
that labels these planes. Note that the toroidal planes in the
above equation are different from the (non-equidistant) tor-
oidal planes in the M3D-C1 simulations. The finite elements
used in M3D-C1 allow the radiation field to be evaluated at
any toroidal angle and the calculation of the TPF is performed
using equidistant toroidal angles with K= 16 and K= 24 for
the two and six injector cases, respectively. These values are
chosen to ensure that the toroidal angles where the radiation
field is evaluated coincide with the locations of impurity injec-
tion. To evaluate radiation distribution in the different injector
cases, we will calculate the TPF as a function of time to
determine its overall maximum value, but also its value at the
time of peak radiated power. Note that this method does not
determine the magnitude of heat loads across the surface area

of the first wall, which can be calculated via ray tracing and is
beyond the scope of this work. However, the calculated radi-
ation fields can be used as input to ray tracing codes to map
out the radiation loads at each point of the wall. Calculating
the TPF is nevertheless an appropriate measure to evaluate the
effect of different injector configurations on the toroidal peak-
ing of radiation.

Figure 10(a) shows the TPF as a function of time in simu-
lations with two and six injectors at the same nominal injec-
tion rate. At the beginning of the injection at t= 0 the TPF is
very large, as the impurities are most localized (and so is radi-
ation) at this moment. Since the total amount of impurities in
the plasma is very small at this early stage, Prad is low enough
for the TPF to not be of concern. As can be seen by comparing
figures 4 and 10 the TPF is not correlated with MHD activ-
ity. This can be explained by poor impurity mixing into the
plasma core. The TPF drops rapidly and remains mostly at
values of 2− 4 during the pre-TQ and early TQ. After a short
increase to a value of 4 during the TQ in the six injector case,
the TPF reduces to values of about 1.5–2.5 at the time when
radiated power peaks and radiated power would be the most
damaging. When only two injectors are used the TPF is con-
siderably larger at a value of 7, which is reached when the total
radiated power peaks. Hence, using the six injector configur-
ation leads to more equally distributed heat loads than using
only two injectors. Heat loads are most dangerous to plasma-
facing components when they are peaked at a moment when
the radiated power is large. Thus, the product of these two
quantities provides a good estimate of how dangerous the heat
loads are in the different injector configurations. This is illus-
trated in figure 10(b), and it can be seen that with only two
injectors the heat loads are more concentrated and six injectors
perform more favorably. We recall that in these simulations
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Figure 10. (a) Toroidal peaking factor (TPF) of radiation vs. time and (b) TPF multiplied by the radiated power Prad in simulations with two
and six injectors at the same total injection rate. The vertical black lines indicate the approximate beginning and end of the thermal quench.

Figure 11. Evolution of the magnetic topology in the simulation with six gas injectors. (a) Equilibrium flux surfaces. (b) Shortly after gas
injection has started. (c) Formation of the 1/1 island due to q= 1. (d) Stochastization reaching 1/1 island in early TQ. (e) Full
stochastization during TQ. (f ) Magnetic island chains form in the core during CQ. (g) Closed flux surfaces re-appear. (h) Mostly reformed
flux surfaces near the end of the CQ.

the impurities are advected by bulk plasma flow only. Since
the impurities are injected at zero temperature there is no local
increase in pressure and with the absence of an ambipolar elec-
tric field the TPF is overestimated and will likely be lower.
This effect could be included in two-fluid simulations, which
are reserved for future work. In addition, equilibrium toroidal
rotation is zero. Another contributing factor to a high TPF is
the zero initial velocity of the injected impurities, which keeps
the impurities from further spreading radially into the plasma
core. All of these effects would lead to a stronger motion of
impurity particles away from the injector sites and a further
reduction of the TPF could be expected when these effects
were included. This should be subject of future simulations.

5. Evolution of the magnetic topology

The magnetic topology during a rapid shutdown can affect
the formation of runaway electrons [33, 34]. While a detailed
study of the formation of runaway electrons is beyond the
scope of this work, in this section we will provide insight on
the evolution of the magnetic flux topology throughout the
rapid shutdown, which is useful for future investigations on
the matter.

The analysis in this section focuses on the case with six gas
injectors, since this is the preferred configuration as discussed
in the previous section. The evolution of the magnetic topo-
logy is visualized in figure 11. It is seen that upon injection
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of the gas a stochastic region forms in the outer region of the
plasma. After initial growth the size of this stochastic region
remains constant until 0.7ms, when a magnetic island forms
in the core (figure 11(c)). The formation of this island coin-
cides with sawtooth onset as seen from figure 4. During the
pre-TQ and in the early TQ the magnetic field stochasticizes
further inwards until reaching the location of the 1/1 mag-
netic island (figure 11(d)). At 3ms the magnetic field is fully
stochastic (figure 11(e)) before the magnetic surfaces start to
reform during the CQ. A large m= 2 magnetic island can be
seen at 4.7ms in the outer part of the plasma together with
other island chains in the core (figure 11(f )). Closed flux sur-
faces appear shortly after (4.9ms) as shown in figure 11(g).
During the late CQ more flux surfaces reform throughout the
plasma volume with the 2/1 island moving towards the mag-
netic axis before the flux surfaces are restored (figure 11(h)).

It is known that runaway electrons are generated around
the plasma edge during impurity injection [35]. It was pre-
viously observed that stochastic field lines in the outer part
of the plasma can lead to the loss of REs to the wall [36].
Typically, in a stochastic region runaway electrons diffuse out
of the plasma faster than thermal particles, as a stochastic field
region cannot contain such energetic electrons. However, the
formation of the magnetic 1/1 island during the pre-TQ might
act to retain some runaway electrons and potentially lead to
an avalanche with associated runaway current before it dis-
appears when the whole plasma domain becomes stochastic.
During the CQ, when the flux surfaces are restored, a run-
away population could potentially build up in the magnetic
islands and avalanche. A detailed study of natural runaway
formation in SPARC might be performed in a future M3D-C1
study.

6. Conclusions

Extended-MHD simulations of rapid plasma shutdowns via
MGI in SPARC were performed with the M3D-C1 code.
Recent developments to the meshing capabilities allow for
a more realistic representation of conducting elements sur-
rounding the plasma as well as narrower gas plumes, and
thus enable higher fidelity simulations with narrower gas jets
and more realistic wall forces. We have demonstrated that
M3D-C1 can model a rapid shutdown via MGI with nar-
row and more realistic gas plumes in SPARC. This was done
using toroidal mesh packing around the injector locations to
resolve the associated strong gradients as well as tempor-
ary adjustments in heat conductivity and density diffusion
during the pre-TQ. While the temporary increases in heat
conductivity and density diffusion lead to increased losses
through thermal conductivity to the wall, these losses were
kept small enough to still obtain a radiative shutdown of the
plasma and more than 95% of the thermal energy was radi-
ated. Neither a hot or cold VDE is observed in the MGI sim-
ulations. This is beneficial for the wall forces, which peak at
40MN for the radial force. The only considerable difference
between the two and six injector cases in terms of wall forces

is seen for the sideways force, which is twice as large with
only two injectors. However, since the sideways force is one
order of magnitude below the radial force this difference is
marginal.

Due to a lack of impurity mixing into the core the saw-
tooth instability has no effect on radiation. We find that using
the maximum of six gas injectors leads to a more even dis-
tribution of radiation toroidally than using two injectors loc-
ated at the same toroidal angle. While the TPF in this scen-
ario is still slightly higher than desired, it can be expected
that in a real plasma toroidal peaking would be lower. This
is due to the lack of toroidal rotation, non-zero initial velo-
city of the gas plume and a local pressure dip due to the
impurities being injected at zero temperature. The inclusion
of these additional physics, which would be present in a real
plasma, can contribute to a lower TPF. Nevertheless, the TPF
predicted by these simulations is still low enough to suggest
that MGI with six gas valves positioned at three toroidal loc-
ations is an effective way to rapidly shut down the plasma in
SPARC.
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