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1. Introduction

It is known that static toroidal equilibria are unstable to rotation [4], and therefore flows will be present in the steady-state. While the magnetostatic equilibrium of magnetically confined fusion plasmas are relatively insensitive to the flows, the stability and transport properties of the plasma may be strongly affected by them [5–7]. Recently, it has been found that strong flows at the plasma edge are stabilizing to resistive wall modes [8,9] and are correlated with the important L–H transition in tokamaks [10]. Also, it is thought that flow shear may significantly reduce transport due to turbulence by suppressing eddy formation [11,12]. Therefore it is desirable to develop a method for obtaining steady-states with flow self-consistently included. Here we focus on obtaining axisymmetric steady-states of a two-fluid plasma model with flow, which may then be used as the basis for three-dimensional stability calculations.

One approach to the numerical calculation of self-consistent steady-states is to cast the stationary ideal magnetohydrodynamic (MHD) equations in terms of free functions of the poloidal flux. In the absence of flows this approach yields the Grad–Shafranov (GS) equation, where the free functions are the pressure and \( P, I = RB_{\phi} \), the major radius times the toroidal component of the magnetic field. In the presence of flows, the Grad–Shafranov–Bernoulli equations are obtained, in which case the free functions are more complicated combinations of physical variables, and are not necessarily continuous. Because
the equilibrium solutions to ideal MHD (with or without flow) are not uniquely determined by boundary conditions [13], the solutions obtained by these methods requires specification of various free functions \textit{a priori} (by using empirical profiles, for example). Therefore it is more accurate to say that this method “reconstructs” rather than “predicts” the stationary states. This approach has not been extended to include resistive or viscous effects, or sources, though efforts have been made to include two-fluid effects [14,15]. The numerical codes CLIO [16], FINESSE [17], and FLOW [18] have been developed using such a method to obtain the stationary equilibria of ideal MHD with flow. CLIO and FLOW have been used to reconstruct such stationary states for JET and NSTX-geometry plasmas, respectively [16,19].

A more physically motivated method is to evolve numerically the dynamical equations from some initial condition until a steady-state is reached. This method has several advantages over solving the time-independent equations directly for the equilibrium. First, this method readily admits the inclusion of dissipative and other more complicated terms relatively easily and generally without any algorithmic changes. Second, the same method may be used to observe and investigate the dynamics of the plasma evolution and oscillations in the steady-state which, by definition, are precluded by the GS approach.
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Here \( d_i = c / \omega_0 \) (in cgs units) is the normalized collisionless ion skin depth, with the characteristic ion plasma frequency \( \omega_0 = \sqrt{4 \pi n e^2 / m_i} \) (also in cgs units). The adiabatic index is \( \Gamma \), which is typically \( 5/3 \), but which may be used to enforce an isothermal equation of state by letting \( \Gamma = 1 \). The right side of the particle conservation equation takes the form \( \Sigma = \sigma + \nabla \cdot ( D_s \nabla n ) \), where the particle source \( \sigma \) is an arbitrary scalar field. The scalar \( D_s \) is an “anomalous” diffusion coefficient, which both improves numerical stability and allows for the modeling of enhanced rates of particle transport due to micro-turbulent effects not otherwise present in our model or resolved in our simulations. The collisional force considered here is the frictional force,

\[
R = n \frac{\partial}{\partial t} \eta \mathbf{j},
\]

where the resistivity \( \eta \) is implemented as an arbitrary scalar field. In the applications presented here, the resistivity is always taken to have the Spitzer form

\[
\eta = \eta_0 / T_e^{3/2},
\]

with \( \eta_0 \) left as an arbitrary constant.

The pressure tensor is taken to have the form \( P = \Pi_1 + \Pi_3 + \Pi_9 \), where the components \( \Pi_1 \) and \( \Pi_3 \) of the pressure tensor \( \Pi \) are respectively Braginskii’s form of the parallel ion viscosity and ion gyroviscosity [25]. \( \Pi_3 \) is a generic isotropic viscosity.

\[
\Pi_1 = \frac{P}{2} ( \mathbf{b} \cdot \mathbf{W} - \mathbf{b} ) ( 1 - 3 \mathbf{b} \mathbf{b} )
\]

\[
\Pi_3 = \frac{d p_i}{d B} \left( \mathbf{b} \times \mathbf{W} \cdot ( 1 + 3 \mathbf{b} \mathbf{b} ) + [ \mathbf{b} \times \mathbf{W} \cdot ( 1 + 3 \mathbf{b} \mathbf{b} ) ]^T \right)
\]

\[
\Pi_9 = - \mu ( \nabla \mathbf{u} + \nabla \mathbf{u}^T ) - 2 ( \mu_e - \mu ) \mathbf{1} \nabla \cdot \mathbf{u}.
\]

Here \( \mathbf{b} = B / B = B / B \), and \( \nabla \mathbf{u}^T \) is the transpose of \( \nabla \mathbf{u} \). The rate-of-strain tensor is

\[
\mathbf{W} = \nabla \mathbf{u} + \nabla \mathbf{u}^T - \frac{2}{3} \mathbf{1} \nabla \cdot \mathbf{u}.
\]

The coefficients \( \mu_1, \mu, \) and \( \mu_e \) are implemented as arbitrary scalar fields. The choice of values for the general dissipative viscosity coefficients \( \mu \) and \( \mu_e \) is constrained by the positivity conditions \( \mu > 0 \) and \( \mu_e > (2/3) \mu \). The heat flux densities take the form

\[
\mathbf{q}_e = - \kappa_e \nabla T_e - \kappa_e \mathbf{b} \times \nabla T_e - \kappa_e \mathbf{b} \mathbf{b} \cdot \nabla T_e
\]

\[
\mathbf{q} = - \kappa_e \nabla T - \kappa_e \mathbf{b} \times \nabla T - \kappa_e \mathbf{b} \mathbf{b} \cdot \nabla T,
\]

where \( \kappa_e, \kappa, \) and \( \kappa_0 \) are implemented as arbitrary scalar fields.

The electron pressure tensor is taken to have essentially the form of electron viscosity, \( \Pi_e = \lambda n \mathbf{j} \), with \( \lambda \) an arbitrary scalar constant. This term improves numerical stability because its inclusion in Eq. (7) leads to a biharmonic operator on the magnetic field in Eq. (5), and thus \( \lambda \) may be called a “hyper-resistivity.” The physical effect of electron viscosity is very small in the applications of interest here, and scale-lengths associated with this effect are generally below what is resolvable by our spatial discretization. Therefore we use \( \lambda \) only to force \( \mathbf{j} \) to remain smooth on the spatial discretization scale \( \Delta x \), and assume that the physically “correct” solution is obtained in the limit \( \lambda \to 0 \) and \( \Delta x \to 0 \).

The gravitational force takes the form

\[
\mathbf{g} = - \frac{g_S}{R} \nabla R - g_S \nabla Z.
\]

This term is explicitly given this form rather than left general in order to improve the accuracy and stability of the semi-implicit time step algorithm in cases in which gravitationally driven instabilities are present.

3. Numerical methods

3.1. Finite elements

Reduced quintic finite elements are used in M3D-\( \mathcal{C}^1 \). These elements are triangular, fifth-order bivariate polynomial elements, constrained to enforce continuity of values and first-derivatives across element boundaries (this is the \( \mathcal{C}^1 \) property).
These finite elements have the advantage of having only three degrees of freedom per node per field asymptotically [24], which leads to a highly compact matrix representation of the discretized equations.

The discretized equations are obtained by application of the Galerkin method. For example, the continuous equation

$$\frac{\partial \nabla^2 U}{\partial t} = \nabla^2 (\mu \nabla^2 U) \quad (17)$$

is discretized into the system of equations obtained by representing $U$ as a linear combination of the basis functions $\{v_i\}$,

$$U(x, t) = \sum_j U_j(t) v_j(x), \quad (18)$$

and integrating over the computational domain to obtain

$$- \sum_j \frac{\partial U_j}{\partial t} \int dA \, \nabla v_i \cdot \nabla v_j = \sum_j U_j \int dA \, \mu \nabla^2 v_i \nabla^2 v_j, \quad (19)$$

after integrating by parts. Due to the $C^1$ property of the reduced quintic elements, the second derivative of the finite element representation of any field remains well-defined even at element boundaries, and so Eq. (19) may be computed directly. Therefore, physical equations containing up to fourth derivatives may be computed directly using $C^1$ elements. In contrast, in the case of $C^0$ elements, for which only the first derivative is well-defined at element boundaries, the calculation of this equation would require the introduction of a new equation to define an auxiliary variable $\bar{U} = \nabla^2 U$, e.g.,

$$\sum_j \sigma_j \int dA \, v_i v_j = - \sum_j U_j \int dA \, \nabla v_i \cdot \nabla v_j,$$

$$\sum_j \frac{\partial U_j}{\partial t} \int dA \, \nabla v_i \cdot \nabla v_j = \sum_j \sigma_j \int dA \, \nabla v_i \cdot \nabla (\mu v_j)$$

For an implicit time step, these two equations would have to be solved simultaneously in a single matrix equation, thereby doubling the rank of the matrix.

One possible disadvantage of $C^1$ elements is that it is likely more difficult to obtain accurate solutions which contain shocks or other discontinuities with these elements. This is because $C^1$ elements are more prone to overshoot and to problems associated therewith (e.g. preserving the positivity of particle density or temperature). In principle, these problems may be mitigated or overcome with aggressive mesh packing in the region of a discontinuity, at some added computational expense. It has been shown that the stationary flows in tokamak geometry may be discontinuous in cases where it is also true that the edge lies on a line of constant $R$ or $Z$, and these possible issues with $C^1$ elements do not result in any difficulties for the cases considered below, in which flows are everywhere both subsonic and sub-Alfvénic, and shocks are neither expected nor observed to form.

### 3.1.1. Surface terms

In the preceding example, the surface terms arising from the integrations by parts have been dropped. In the simulations presented here, which have rectangular boundaries aligned with the physical coordinates $R$ and $Z$, these surface terms will vanish identically when Dirichlet boundary conditions are applied. The reason for this is as follows. Consider the term

$$\int dA \, \nabla \cdot (v_i \nabla U) = \sum_j U_j \int d\ell \, v_i \mathbf{n} \cdot \nabla v_j \quad (20)$$

where we have used Eq. (18) and Stokes' theorem. Here $\mathbf{n}$ is the outward normal vector to the domain boundary. This surface integral can be decomposed into a sum of integrals over each element edge lying on the domain boundary. For any such edge, where it is also true that the edge lies on a line of constant $R$ or $Z$, only six of the basis functions $v_i$ are nonzero anywhere on the edge. These nonzero basis functions are the only ones for which $U$, $\partial U$, and $\partial^2 U$ are nonzero on the vertices at the endpoints of the edge [24]. (Here $t$ represents the direction tangent to the edge.) Thus, the surface terms are only nonzero in the equations which determine $U$, $\partial U$, or $\partial^2 U$ on the boundary. It is precisely these equations which are over-written when Dirichlet boundary conditions are imposed. Therefore, when the boundaries are aligned with the global coordinates $(R, Z)$, and Dirichlet boundary conditions are imposed, the surface terms make no contribution. These conditions are satisfied in all of the simulations considered below. We have verified that simulations with and without some of the surface terms included yield identical results.

This justification for dropping surface terms only holds in the case where the simulation domain boundaries are rectangular and are exactly aligned with the $(R, Z)$ coordinates. When this is not the case, basis functions other than the ones mentioned above may be nonzero on the boundary, and therefore equations which are not over-written by boundary conditions may also receive contributions from surface terms. Future versions of M3D-C1 will have all surface terms included so that non-aligned and non-rectangular boundaries are treated correctly.
Fig. 1. The fractional error in the kinetic energy, as calculated by \(|E - E_0|/|E_0|\), due to quadrature error (left) and spatial discretization truncation (right). In the quadrature comparison, \(E_0\) is the kinetic energy time series calculated using the 79-point quadrature at various mesh resolutions \((\delta x)\), and \(E\) is the time series at the same resolutions using lower-order quadratures. In the truncation error plot, all results are calculated using the 79-point quadrature, with \(E_0\) calculated at \(\delta x = 0.03L_o\), and \(E\) calculated at various coarser resolutions. The simulations were run for 500 Alfvén periods.

3.1.2. Numerical integration

In M3D-C\(^1\), spatial integration is now carried out numerically, not analytically as in previous work [1,22]. Analytic integration, while computationally competitive when using a structured mesh in Cartesian geometry, is not feasible on an unstructured mesh in toroidal geometry where the Jacobian of the transformation from each element’s local coordinates to the global coordinate system is generally different for each element. The numerical integration is done using Gaussian quadrature with weights and sampling points given by Dunavant [27]. Simulation results presented here have been obtained using a 79-point quadrature. This quadrature is exact for polynomials of up to degree 25, and is therefore exact for discretized nonlinear products of up to four fields when represented using the reduced quintic elements (the integrand being the product of four fields and one basis function, each represented by a degree-five polynomial). The 25-point quadrature, though not exact for highly nonlinear terms, is found to be highly accurate even for relatively coarse meshes. The fractional mean differences between the kinetic energy time series obtained with the 79-point quadrature and those obtained with the 25-point and 12-point quadratures are shown in Fig. 1, for a typical NSTX simulation case. The numerical error introduced by using lower-order quadratures as low as 12-points in this case is found to be smaller than that introduced by the finite element discretization.

3.2. Linear semi-implicit time step

The velocity advance is obtained by taking the \(\theta\)-advanced time discretization of Eq. (2), dropping terms of order \(\delta t^2\), and then using Eqs. (5) and (4) evaluated with the \(\theta\)-advanced \(u\) to eliminate the advanced-time instances of \(B\) and \(p\) [28,29]. (By \(\theta\)-advanced is meant \(u \rightarrow u^\theta + \theta \delta t \dot{u}^\theta\), for example, where superscripts index the discretized time coordinate.) This procedure results in the following discretization:

\[
\begin{align*}
V_{\text{un}}(u_{n+1}, n^m) &= \theta \delta t[V_{\text{mm}}(u_{n+1}, u^m, n^m) + V_{\text{mun}}(u^m, n^m, n^m) + V_{\text{unm}}(u^m, n^m) + V_{\text{urn}}(u^m, n^m)] - \theta^2 \delta t^2 \mathcal{L}(u^{n+1}) \\
&= V_{\text{un}}(u^\theta, n^m) + (1 - 2\theta)\delta t [V_{\text{mm}}(u^\theta, u^\theta, n^m) + (1 - \theta)\delta t [V_{\text{unm}}(u^\theta, n^m) + V_{\text{urn}}(u^\theta)]] \\
&+ \delta t [V_{\text{B}}(B^\theta, B^\theta) + V_p(p^\theta) + V_{\text{ng}}(n^m)] - \alpha \delta t^2 \mathcal{L}(u^\theta).
\end{align*}
\]

\[
\begin{align*}
V_{\text{un}}(u, n) &= nu \\
V_{\text{mm}}(u, u, n) &= -nu \cdot \nabla u \\
V_{\text{mun}}(u, n^m) &= -\nabla \cdot \Pi(u) \\
V_{\text{unm}}(u^m, n^m) &= -\sigma u \\
V_{\text{urn}}(u^m, n^m) &= (\nabla \times B) \times B \\
V_{\text{B}}(B, B) &= (\nabla \times B) \times B \\
V_p(p) &= -\nabla p \\
V_{\text{ng}}(n) &= ng.
\end{align*}
\]

Here, \(\mathcal{L}\) is the linear ideal MHD operator:

\[
\mathcal{L}(u) = [\nabla \times \nabla \times (u \times B)] \times B + (\nabla \times B) \times [\nabla \times (u \times B)] + \nabla(u \cdot \nabla p + \Gamma p \nabla \cdot u) - \nabla \cdot (nu) g.
\]

Derivation of Eq. (21) as described above obtains \(\alpha = \theta(\theta - 1)\). For the moment, however, we leave the value of \(\alpha\) unspecified. Also, we have allowed pressure, density, and magnetic field quantities to be specified at a different time index \((m)\) than the velocity \((n)\). Appropriate choices for \(m, n,\) and \(\alpha\) are discussed in Section 3.2.1.
Once the advanced-time velocity has been calculated, an implicit equation for the advanced-time density independent of the advanced-time pressure and magnetic field can be solved. In this and subsequent equations, we introduce a new centering parameter, \( \phi \), that will be used only for the occurrences of \( \mathbf{u} \) in these equations. Taking the \( \theta \)-advanced \( n \) and the \( \phi \)-advanced \( \mathbf{u} \) in the density equation, dropping terms of order \( \delta t^2 \), and discretizing, yields:

\[
N_n(n^{m+1}) - \theta \delta t \left[ N_n(n^{m+1}, \mathbf{u}^m) + N_n(n^{m+1}) \right] - \phi \delta t N_{\text{nadv}}(n^{m+1}) = N_n(n^m) + (1 - \theta - \phi)\delta t N_{\text{nadv}}(n^m) + (1 - \theta)\delta t N_{\text{adv}}(n^m) + \delta t N_{\sigma}
\]

(24)

\[
N_{\text{nadv}}(n) = n
\]

(25)

\[
N_{\text{adv}}(n) = \nabla \cdot (D_n \nabla n)
\]

Similarly, the pressure advance is found by taking the \( \theta \)-advanced \( p \) and \( \phi \)-advanced \( \mathbf{u} \), and discretizing:

\[
P_p(p^{m+1}) - \delta t \left[ P_p(p^{m+1}, \mathbf{u}^m) + P_p(p^{m+1}) \right] - \phi \delta t [P_p(p^{m+1}, \mathbf{u}^m) + P_{\text{padv}}(\mathbf{u}^{m+1}, \mathbf{u}^m) + P_{\text{pux}}(\mathbf{u}^{m+1}, \mathbf{u}^m)]
\]

\[
= P_p(p^m) + (1 - \theta - \phi)\delta t P_{\text{pux}}(p^m, \mathbf{u}^m) + (1 - 2\phi)\delta t P_{\text{pux}}(\mathbf{u}^m, \mathbf{u}^m) + (1 - \theta)\delta t P_{\text{px}}(p^m)
\]

\[
+ \delta t \left[ P_{\text{pux}}(p^{m+1}, \mathbf{u}^m) + P_{\text{pux}}(p^m, \mathbf{u}^{m+1}) + P_{\text{pux}}(\mathbf{u}^m, \mathbf{u}^{m+1}) \right]
\]

(26)

\[
P_{\text{pux}}(p, \mathbf{u}) = -\mathbf{u} \cdot \nabla \cdot \left[ \frac{1}{n} \nabla p_p + \nabla \left( \frac{1}{n} \right) \right] - \mathbf{u} \cdot \nabla \mathbf{B}
\]

(27)

\[
P_{\text{px}}(p, n) = (\Gamma - 1)\nabla \cdot \left[ \left( \kappa_c + \kappa_e \mathbf{b} \times + \kappa_{\parallel} \mathbf{b} \right) \nabla \left( P_p \right) \right]
\]

\[
P_{\text{pux}}(\mathbf{u}, \mathbf{u}) = \frac{1}{2} (\Gamma - 1) \mathbf{u} \cdot \mathbf{u}
\]

\[
P_{\text{px}}(\mathbf{u}) = -\left( \frac{1}{n} - 1 \right) \Pi : \nabla \mathbf{u}
\]

Note that for this advance, \( \mathbf{B}, p, \) and \( n \) appear but are not evaluated at the \( \theta \)-advanced time. This allows the pressure to be advanced independently after the velocity advance, at the expense of some terms (electron convection, \( P_{pux}, \text{ and ohmic heating, } P_{\text{bux}}, \)) not being treated implicitly. The viscous- and electron-viscous heating terms \( P_{\text{ux}} \) and \( P_{\text{bux}} \) are treated explicitly because they contain spatial derivatives of higher than fourth order in the flux/potential representation (these terms are extremely small when physically relevant parameters are used, so this explicit treatment does not adversely affect numerical stability).

The electron pressure and magnetic field advance equations are finally calculated together using the \( \theta \)-advanced \( \mathbf{B} \) and \( p, \) \( p, \) and the \( \phi \)-advanced \( \mathbf{u} \). In contrast to the total pressure equations, the electron pressure equation is not solved independently in order to ensure that the kinetic Alfvén wave (arising from the \( \nabla p_e \) term in Eq. (7)) is treated implicitly.

\[
P_{\text{pux}}(p_e^{m+1}) = \phi \delta t \left[ P_{\text{pux}}(p_e^{m+1}, \mathbf{u}^m) + P_{\text{px}}(p_e^{m+1}) + P_{\text{bux}}(\mathbf{B}^{m+1}) + P_{\text{bux}}(\mathbf{B}^m, \mathbf{B}^m) + P_{\text{bux}}(\mathbf{B}^m, \mathbf{B}^m) \right]
\]

\[
+ (1 - \theta - \phi)\delta t P_{\text{pux}}(p_e^m, \mathbf{u}^m) + (1 - 2\phi)\delta t P_{\text{pux}}(p_e^m, \mathbf{u}^m) + (1 - \theta)\delta t P_{\text{px}}(p_e^m)
\]

\[
+ (1 - \theta)\delta t P_{\text{pux}}(p_e^{m+1}) + \delta t P_{\text{pux}}(p_e^m, \mathbf{u}^{m+1}) + \delta t P_{\text{bux}}(\mathbf{B}^{m+1}, \mathbf{B}^m) + \delta t P_{\text{bux}}(\mathbf{B}^m, \mathbf{B}^{m+1}) + \delta t P_{\text{bux}}(\mathbf{B}^m, \mathbf{B}^m)
\]

(28)

\[
P_{\text{bx}}(\mathbf{B}) = 0
\]

(29)

\[
P_{\text{bx}}(\mathbf{u}) = \nabla \times (\mathbf{u} \times \mathbf{B})
\]

\[
P_{\text{bx}}(\mathbf{B}) = -\frac{1}{n} \nabla \times \left[ \nabla \times (\mathbf{u} \times \mathbf{B}) \right]
\]

\[
P_{\text{bx}}(\mathbf{u}) = \frac{1}{n} \nabla \times (\nabla \times \mathbf{B})
\]

\[
P_{\text{bx}}(\mathbf{B}) = \frac{1}{n} \nabla \times (\nabla \times \mathbf{B})
\]

(30)
3.2.1. Comparison of time step methods

We now return to the issue of appropriate choices for \( m, n, \phi, \) and \( \alpha \). One choice which leads to a meaningful algorithm is \( m = n, \phi = 0, \) and \( \alpha = \theta/(\theta - 1) \), to which we will refer as the split \( \theta \)-implicit timestep. The further choice \( \theta = \frac{1}{2} \) could be called the split Crank–Nicholson timestep, and is accurate to second order in \( \delta t \) (see Appendix B).

Caramana has shown that the choice \( \alpha = \theta^2 \) leads to a stable method with less numerical dissipation than with \( \alpha = \theta/(\theta - 1) \) [30,23]. Furthermore, this timestep is accurate to second order in \( \delta t \) for any stable value of \( \theta \) when \( \phi = 1 \) and \( m = n + \frac{1}{2} \) (i.e. leapfrog). We will refer to this method as the “Caramana method.” A significant advantage of this method for our purposes is that stationary solutions of the Caramana discretization are much more accurate than those of the split \( \theta \)-implicit discretization when \( \delta t \) is large. Heuristically, this can be seen by observing that the \( L \) terms cancel in the stationary solution of Eq. (21) only when \( \alpha = \theta^2 \), if \( L(u) \neq 0 \) (which is true except in the static, ideal limit). A detailed analysis of the stability, truncation error, and stationary solution accuracy of the Caramana method is presented in Appendix B.

Finally, an “unsplit” method may be constructed simply by taking Eqs. (24), (26), (28), and (29) together with a momentum equation derived in the same way as the field equations (i.e. without the parabolization) into a single matrix equation. For the unsplit advance, the choice \( m = n \) and \( \phi = \theta \) yields the unsplit \( \theta \)-implicit method, or the Crank–Nicholson method when \( \phi = \theta = \frac{1}{2} \). The unsplit method is significantly less efficient than the split methods, and is implemented primarily for diagnostic purposes. It requires the solution of a single ill-conditioned rank 8 matrix equation, as opposed to the split methods, which require the solution of two rank 3N and two rank N matrix equations, each of which are relatively well-conditioned [29].

Fig. 2 shows a comparison of the steady-state kinetic energy between the Caramana method, the split \( \theta \)-implicit method, and the unsplit method. The unsplit method is found to be the most accurate, but the Caramana method gives relatively accurate results at significantly lower computational cost (for a given value of \( \delta t \)).

3.2.2. Iteration of magnetic field advance

It is empirically found that, for low values of resistivity, when ohmic heating, strongly anisotropic thermal conductivity, and flow are included, the split method described above may become unstable at unacceptably small values of \( \delta t \). This limitation has been overcome by implementing a predictor-corrector scheme in which after the time step is completed, the transport coefficients (\( \eta \) in particular) are calculated, and then the magnetic field/pressure advance is re-calculated using the new values of the transport coefficients. This iteration has no effect on the steady-state solution. A single iteration of this type increases the computational cost of a time step by roughly 50%, but may improve the maximum stable time step by several orders of magnitude. Fig. 3 shows that the iteration method raises the maximum value of \( \delta t/\tau_{\theta 0} \) from \( \mathcal{O}(10^{-2}) \) to \( \mathcal{O}(1) \), for a typical case \( (\eta_0 = 10^{-4}) \). (see Fig. 4)

3.2.3. Scalar representation

Eqs. (21), (24), (26), (28), and (29) constitute the discretized equations to be solved each time advance. To solve these equations, a coordinate system and scalar representation for \( \mathbf{B} \) and \( \mathbf{u} \) must be chosen. We use cylindrical coordinates \((R, \varphi, Z)\) (where \( \varphi \) is the ignorable coordinate in the two-dimensional simulations presented here) and the flux/potential representation of the magnetic and velocity fields,

\[
\mathbf{B} = \nabla \psi \times \nabla \varphi + l \nabla \varphi \tag{31}
\]

\[
\mathbf{u} = \nabla U \times \nabla \varphi + V \nabla \varphi + \nabla \chi. \tag{32}
\]

(These scalar equations are also implemented in Cartesian coordinates \((x, y, z)\), with \( \varphi \rightarrow y \) in Eqs. (31) and (32); however, only applications using cylindrical coordinates are discussed here.) This representation has several advantages. First, the magnetic field is completely determined by the values of only two fields, \( \psi \) and \( l \), and the condition \( \nabla \cdot \mathbf{B} = 0 \) is always exactly satisfied. Second, the solenoidal, toroidal, and compressible parts of the velocity are naturally separated. Third, there

![Fig. 2. The stationary steady-state kinetic energy is plotted as a function of timestep \( \delta t \) for simulations run with different time-stepping methods: the Caramana method, the split \( \theta \)-implicit method, and the unsplit \( \theta \)-implicit method.](image-url)
4. Axisymmetric steady-states

We have used M3D-C1 to calculate the axisymmetric steady-states of Eqs. (1)–(5) in a toroidal, NSTX-like configuration using the following method. The initial conditions for the pressure and magnetic field are determined by calculating a static
ideal-MHD equilibrium subject to fields due to currents in external magnetic coils (outside the simulation domain) appropriate to NSTX. The precise method for obtaining this solution is described in detail in reference [24]. This initial condition satisfies the GS equation, \( R^2 \nabla \cdot (\nabla \psi / R^2) = -R^2 p(\psi) - I(\psi) F(\psi) \), and is not, in general, a stationary solution of the two-fluid equations. The initial density is taken to be a fractional power of the total pressure, \( n = p^x \), typically with \( x = 0.3 \).

The system is then time-advanced according to the dynamical two-fluid equations. In order to counteract the resistive dissipation of current, a loop voltage \( V_L \) is applied by ramping up the value of the poloidal flux \( \psi \) on the boundary at a rate \( \dot{\psi} = V_L / 2\pi \). The loop voltage is regulated by a PID controller to keep the toroidal current at a fixed value. This loop voltage also serves to counteract the diffusion of thermal energy out of the domain by causing ohmic (Joule) heating; no other energy source is included. The thermal conductivity is chosen so that the temperature attains a realistic value in steady-state. Particle loss due to diffusive flux out of the domain is counteracted by a localized particle source \( \sigma \) near the magnetic axis, on the high-field side (HFS) unless otherwise noted.

The simulation results presented here were done using a diverted magnetic configuration typical of NSTX. Resistivity was taken to be defined by Eq. (9), with results here obtained with \( \eta_0 \) in the range \( 10^{-4} - 10^{-6} \). The other transport parameters, \( \kappa_\perp, \kappa_\parallel, D_n, \mu, \) and \( \mu_\| \), were taken to be constant and uniform. Unless otherwise specified, \( \kappa_\perp = 200\eta_0, \kappa_\parallel = 0, \kappa_\parallel / \kappa_\perp = 10^4, D_n = 10^{-4}, \mu = 10^{-4}, \) and \( \mu_\| = 10^{-3} \). \( \kappa_\perp \) is scaled with resistivity in order to achieve temperature profiles roughly independent of \( \eta_0 \). For two-fluid simulations, the ion skin depth was a realistic value of \( d_i = 5.1 \times 10^{-2} \). One-fluid simulations were done by letting \( d_i = 0 \). Since the gyroviscous force scales with \( d_i \), it is not included in one-fluid simulations.

The system of equations considered here are a driven, nonlinear system, and may not have a unique stationary steady-state, or any stationary state at all. However, for the cases presented below, which are carried out with relatively large values of dissipation, the system is typically found to relax to a steady-state within 5-10 resistive periods (\( \eta^{-1} \)). These states are steady on all time-scales present in the model, including hydrodynamic, diffusive, and resistive scales. It is found that simulations obtain the same steady-state whether the initial conditions are an ideal MHD equilibrium (as described above), or a resistive one-fluid equilibrium with flow (which itself may be obtained by M3D-C\(~1\) using a reduced model). This does not prove that the steady-states found here are unique in a global sense, but it is evidence that the steady-states are not invariant to continuous transformations of any quantity, as is the case in dissipationless models (i.e. there are no "free functions" whose values are continuous functions of the initial conditions).

Some simulations using smaller values of resistivity (\( \eta_0 \approx 10^{-5} \)) and viscosity (\( \mu \approx 10^{-5} \)) are found not to approach a stationary steady-state, but remain oscillatory on time-scales long compared to any individual dissipative time-scales in the system. Even in these oscillatory cases, the magnitude of the persistent fluctuations is small relative to the main features of the mean steady-state profiles. The following discussion focuses mainly on cases in which a stationary state is indeed reached. The theory of the transition from stationary to non-stationary steady-states is not considered here.

In these simulations, between 3200 and 4382 reduced quintic elements were typically used. Some cases were tested for spatial convergence using up to 12800 elements. In one such case, in which the steady-state is essentially stationary (\( \eta_0 = 10^{-5} \)), it is found that quadrupling the number of elements from 3200 to 12,800 (i.e. halving the linear scale of the elements) results in a 9% change in the total kinetic energy. Most of this change is due to flows at plasma-vacuum boundary,
especially on the high-field side where the plasma-vacuum boundary comes very close to the simulation domain boundary, which are evidently not fully resolved in the lower-resolution case. However, this difference is only quantitative in nature; the qualitative flow patterns are unaffected.

4.1. Thermodynamic profiles

Eqs. (1), (2), (4), and (5) may be combined to yield the equation of energy conservation

\[
\frac{\partial}{\partial t} \left( \frac{B^2}{2} + \frac{\mu_0}{2} \nabla^2 + \frac{P}{\Gamma - 1} \right) + \nabla \cdot \left[ \frac{\Gamma}{\Gamma - 1} \left( \mu \mathbf{E} + \mathbf{B} \times \mathbf{E} + \Pi \cdot \mathbf{u} - \frac{d_i}{n} \Pi_x \cdot \mathbf{J} + q \right) \right] = n \nabla \cdot \mathbf{u}. \tag{37}
\]

In a stationary steady-state and in the absence of external sources (i.e. gravity), the fluxes (terms within the divergence) must balance. In Eq. (37), these terms respectively represent the pressure (thermal energy) convection, kinetic energy convection, Poynting flux, ion and electron-viscous fluxes, and heat flux. Fig. 6 shows the result of operating on Eqs. (37) and (1), term by term, with \(A / \pi \int dV\), where \(V\) is the volume enclosed by each magnetic surface, and \(A\) is the area of that surface, for a two-fluid steady-state with \(\eta_0 = 10^{-5}\). For the parameters investigated here, the energy balance within the last closed flux surface (LCFS)—the magnetic surface farthest from the magnetic axis that does not intersect the domain boundary—is always dominated by the balance between ohmic heating and perpendicular thermal diffusive losses.

\[
\frac{\eta_0}{\Gamma^2} J^2 \approx \nabla \cdot (\kappa \nabla T). \tag{38}
\]

Therefore, by keeping \(\kappa / \eta_0\) the same for each simulation, the temperature profile is essentially the same in each, as can be seen in Fig. 5. However, the pressure and density profiles differ somewhat among simulations with varying \(\eta_0\). Due to the increased Pfirsch-Schlüter convective losses at higher resistivity (see Section 4.2), the core density (and hence pressure) is higher in the low-resistivity cases. The safety factor at the magnetic axis is slightly lower in the low-resistivity cases, with \(q_0 \approx 0.9\) in the \(\eta_0 = 10^{-4}\) case and \(q_0 \approx 0.8\) at \(\eta_0 = 10^{-6}\). (The safety factor is a property of magnetic surfaces, and is defined as the number of toroidal transits made by a magnetic field line as it completes a single poloidal transit on the surface.) Two-fluid terms and gyroviscosity are entirely negligible in the particle, radial momentum, and energy balances, and do not directly contribute to cross-field fluxes; therefore the thermodynamic and magnetic profiles are not sensitive to the inclusion of these effects.

The radial electric field, shown in Fig. 7, is found to be negative (inward) throughout the plasma. This is due primarily to the relatively large ion pressure gradient. In experiments with auxiliary methods of heating (other than ohmic heating) operating in H-mode, it is found that the radial electric field exhibits a dramatic drop at the edge concurrent with the formation of sharp temperature and density gradients. The thermodynamic profiles in the simulation results presented here lack such sharp gradients, and more closely resemble L-mode profiles characteristic of ohmic discharges.

4.2. Radial flows

It is well known that resistive diffusion in a toroidal magnetic configuration leads to parallel currents and cross-field convective transport [32]. The radial flows responsible for this transport may be derived from the resistive Ohm’s law, assuming ideal force balance and \(\nabla \cdot J = 0\), to be

\[
\mathbf{u} \cdot \nabla \psi = -\frac{V_i}{2\pi} \left( 1 - \frac{\langle B^2 \rangle}{\langle B^2 \rangle} \right) - \eta r R^2 \left( 1 - \frac{B^2}{\langle B^2 \rangle} \right). \tag{39}
\]

Fig. 5. The surface-averaged steady-state temperature (left) and pressure (right) profiles as a function of normalized flux \(\Psi\). The magnetic axis is \(\Psi = 0\), and the LCFS is \(\Psi = 1\).
Here, \( \langle a \rangle = \frac{1}{\psi} \sum_{\psi} a \, (d\psi/B_p) \) is the magnetic surface average, where \( B_p = |B - B_\psi R \nabla \phi| \) is the poloidal field strength, \( B_\psi = RB_\phi \cdot \nabla \phi \) is the poloidal field strength, and \( d\psi \) is a differential arc-length tangent to the poloidal field. In Fig. 8, the left and right sides of Eq. (39), as calculated from several computed steady-states, are compared. For the cases which reach a stationary steady-state, Eq. (39) is found to be well satisfied, with some discrepancy near the LCFS where stronger poloidal variations in pressure begin to occur. The \( \eta_0 = 10^{-6} \) case remains oscillatory in the core in the two-fluid model, and there is some deviation from Eq. (39) in that case.

### 4.3. Toroidal flows

It was previously found in simulations using a resistive one-fluid model [3] that the toroidal flows in the resistive scrape-off layer (SOL)—the region immediately outside the LCFS—are dominantly up-down antisymmetric. Furthermore, these flows were found to be quite strong—of order 100 km/s—when the Lundquist number of the SOL is of order 10. We find results similar in both character and magnitude in cases where the SOL Lundquist number is comparable; however, the situation changes at lower resistivities.

The steady-state toroidal flow patterns in a series of our simulations are shown in Fig. 9. The dominant feature of the high-resistivity cases is the nearly up-down antisymmetric edge flow. As resistivity is uniformly decreased, the strength of this edge flow decreases, and is dominated by an up-down symmetric toroidal flow in the core when \( \eta_0 = 10^{-6} \). (Though there exist small oscillations in this particular steady-state, this toroidal rotation feature is persistent and essentially stationary.) This toroidal flow is due to a combination of gyroviscosity and the particle source. Specifically, the region of increased density at the position of the particle source leads to divergent flows away from the source, primarily aligned with the magnetic field. There is a vertical gradient in the toroidal component of this field-aligned flow, which leads to a toroidal gyroviscous force. This process is described in more detail in Ref. [33]. By relocating the particle source from the HFS to the LFS, the direction of this toroidal rotation is reversed. This effect becomes more evident at lower resistivity, when the resistively driven flows are smaller.
Another significant and unexpected effect of gyroviscosity is a highly regular oscillation which is found to occur in high-resistivity cases \( (\eta_0 \gg 10^{-4}) \). This oscillation is damped by isotropic viscosity, and may persist for long periods when the isotropic viscosity is relatively small (see Fig. 10). The amplitude appears to be independent of the initial conditions, which suggests that the oscillation is nonlinear in nature. The frequency and amplitude of this oscillation are independent of the numerical parameters \( \Delta t \) and \( \Delta x \); furthermore, the “eigenfunction” of the oscillation (approximated by taking the difference of the scalar fields at the peak and trough of the oscillation) does not exhibit any sharp features, nor is it localized near the boundaries of the simulation domain. Though we are confident that these oscillations arise from the dynamical equations of our model and are not numerical in nature, neither it is clear that they are physical, as they may be affected by corrections to the gyroviscosity not present in the Braginskii form [34].

Neither the core toroidal rotation nor the steady oscillation phenomenon are present in the absence of gyroviscosity, in which case the toroidal flow in the core is found to be very weak and essentially up-down antisymmetric throughout (i.e. no net toroidal flow in the core). A detailed analysis of toroidal flows in the presence of gyroviscosity and local particle sources will be presented in a future publication.

For the simulation parameters in this study, isotropic viscosity plays an important role in the magnitude of the toroidal flows and the character of the steady-state. An analysis of simulation results shows that the dominant terms in the local toroidal angular momentum balance changes as viscosity is decreased. For the \( \eta_0 = 10^{-4} \) cases without gyroviscosity or parallel viscosity, the balance is between the \( J \times B \) torque and the viscosity when \( \mu \gg 10^{-4} \); when \( \mu \lesssim 10^{-4} \), the balance is dominantly between the \( J \times B \) torque and convection. In the higher-viscosity cases, the stationary steady-states are obtained, whereas in lower-viscosity cases the kinetic energy exhibits small, persistent fluctuations in the steady-state.

### 4.4. Poloidal rotation

Vector plots of the poloidal velocity for various resistivities are shown in Fig. 11. In the high resistivity \( (\eta_0 = 10^4) \) case, these flows are dominated by the Pfirsch-Schlüter flows across the magnetic surfaces from the HFS to the LFS, with strong...
vertical return flows along the center stack toward the horizontal mid-plane. These observations are in agreement with both the observations that fuel injection is significantly more efficient from the HFS than from the LFS, and that the injection from the HFS corners is as efficient as injection from the HFS mid-plane [35]. As resistivity is decreased, this convection pattern is no longer permitted since the cross-surface flows are proportional to the resistivity; the poloidal flows are instead dominated by a poloidal rotation in the electron diamagnetic drift direction.

When gyroviscosity is included, a new rotation near the magnetic axis becomes apparent. This is due to the toroidal gyroviscous torque described in the previous section driving a parallel flow. The simulations shown in Fig. 11 are such that the toroidal gyroviscous force is in the negative $\frac{B}{u}$ direction. Since $B_u < 0$ and $J_u > 0$ in this case, the poloidal component of this flow is in the ion diamagnetic direction. In the case where the particle source is moved to the LFS, for example, this poloidal rotation would be in the electron diamagnetic direction, thereby enhancing the ambient poloidal flow. These results are obtained in the absence of parallel viscosity, which has the effect of strongly damping poloidal rotation (though not the toroidal flows), as described below.

4.4.1. Parallel viscosity

The collisional parallel viscous stress represents the deviation of the pressure from pure isotropy, under the assumption that this deviation is small compared to $p$. In a low-collisionality plasma ($v_i \ll \omega_i$), the parallel viscosity is formally the largest component of the viscous stress tensor $\Pi$. Parallel viscosity contains the physical effect of magnetic pumping, the main effect of which in tokamak geometries is to damp out poloidal rotation of the plasma [36].

It can be shown that this poloidal damping in an axisymmetric toroidal system is a consequence of the minimization of the entropy production of the parallel viscosity, which is proportional to $(\mathbf{B} \cdot \mathbf{W} \cdot \mathbf{b})^2$, together with constraints on velocity profile imposed by Ohm's law [33].
There does not appear to be a standard method or test case for verifying the implementation of parallel viscosity, which is somewhat more complicated than parallel thermal conductivity. One effect that should be apparent in the presence of strong parallel viscosity is that the quantity \( \frac{b}{\mu_1} \) should be minimized. To test this in controlled circumstances, we have run linear simulations, initialized in the same NSTX-like GS equilibrium as our other simulations, but given a very small initial poloidal rotation \( \frac{V}{\Omega_0} \). The system is then evolved keeping density, pressure, and the magnetic field constant (i.e. only the momentum equation is evolved). The results of this test are shown in Fig. 12. It is found that \( \frac{b}{\mu_1} \) rapidly drops several orders of magnitude when parallel viscosity is included. The kinetic energy (which is due at all times almost entirely to poloidal flows) is found not to damp significantly; this is because the toroidal angular velocity is not constrained to remain constant within magnetic surfaces in the absence of Ohm’s law in this test case. This demonstrates that our implementation of the parallel viscosity damps \( \frac{b}{\mu_1} \), as it should, but not simply by damping the kinetic energy.

The effect of parallel viscosity in a nonlinear NSTX-geometry simulation using the full two-fluid model is shown in Fig. 13, in which the steady-state poloidal flow from cases with and without parallel viscosity is plotted. It can be seen that the inclusion of strong parallel viscosity has the effect of essentially eliminating the poloidal rotation, resulting in a more closely upward symmetric flow. The dominant features of the toroidal velocity, including the toroidal flow driven by gyroviscosity in the presence of a particle source, are found to remain essentially unchanged by parallel viscosity.

5. Discussion and conclusions

We have developed and demonstrated a method for obtaining time-dependent solutions of a physically comprehensive, nonlinear, two-fluid plasma model, subject to initial and boundary conditions, in axisymmetric toroidal geometry. Using M3D-C, steady-states of this model have been obtained for NSTX-geometry plasmas by time-integration of the dynamical, driven system. Some of these states are found to be essentially stationary on all time-scales, and others
are found to be oscillatory, with more-dissipative cases tending to yield more stationary steady-states. These solutions go beyond previous calculations in several ways. First, dissipative effects such as viscosity and resistivity are included, which are not present in most other numerical methods for obtaining such steady-states. These results also go beyond those obtained using other methods which do include dissipative effects, because here the numerical methods allow time-integration to be carried sufficiently far to ensure a steady-state on all physical time-scales present in the problem. Second, these simulations include realistic current drive, heating, and particle injection mechanisms, and may therefore reach a realistic steady-state in the presence of dissipation. Third, the model used here includes both parallel viscosity and gyroviscosity, which have significant influence on the steady-state flows, and which have not been included in any other study of this type. Finally, two-fluid effects are also included here, which appear not to have been present in any comparable published work.

In these solutions, a number of interesting results have been found, some of which have not previously been observed or predicted. The radial flows have been found to be in excellent agreement with the Pfirsch-Schlüter theory, as they should be. The steady-state poloidal and toroidal components of the flow, which are free functions in the non-dissipative case, are more difficult to obtain analytically, especially in general geometry, and therefore simulations such as the ones described in this work are particularly useful in this regard. The radial electric field, which determines the toroidal rotation, is naturally similarly difficult to calculate analytically, but may be easily extracted from simulation results. It is found that strong, up-down asymmetric toroidal edge flows may exist in highly resistive SOLs, in accordance with previous simulation results [3]. Parallel viscosity has been demonstrated to damp poloidal flows significantly, as previously anticipated [36]. The radial electric field has been found to be due mainly to the ion pressure gradient, with the poloidal electric and ion diamagnetic drifts therefore nearly equal and opposite, even in the absence of parallel viscosity. In the cases presented here, the surface-averaged toroidal angular momentum balance is between isotropic viscosity, gyroviscosity, and inertia (these are essentially the only torques which can contribute to the flux-averaged torque) with the dominant balance determined by the choice of parameters. The dynamical system has been found not to attain a stationary state when the torque due to isotropic viscosity is significantly smaller than either of the other two (non-dissipative) terms.

In particular, gyroviscosity is found to play an important role in the steady-state flows, driving toroidal flows in the presence of a localized particle source. A theoretical basis for this core rotation, based on the gyroviscous cancellation effect, has been presented elsewhere [33], and will be the subject of a future publication. Because the Braginskii form of gyroviscosity is valid in all collisionality regimes, this result is expected to persist under actual experimental parameters. This suggests the possibility of driving toroidal flows in fusion plasmas by pellet injection.

**Acknowledgments**

We would like to acknowledge the significant and important contributions of A. Bauer, X. Luo, and the RPI SCOREC team to this project for the development of the meshing software used by M3D-C1, and of specialized interfaces to that software. We also thank J. Ramos for informative discussions regarding the gyroviscosity. This work was supported by the US Department of Energy under Contract DE-AC02-09CH11466 and by the SciDAC Center for Extended Magnetohydrodynamic Modeling (CEMM).

**Appendix A. Normalizations**

The system of units used for all quantities in this paper (unless otherwise noted) is derived from a characteristic length, density, and magnetic field. The units for various dimensional quantities are listed in the following table, along with the conversion to SI units when the characteristic quantities are given values appropriate to NSTX.

<table>
<thead>
<tr>
<th>Physical quantity</th>
<th>Normalization</th>
<th>NSTX values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>$x$</td>
<td>$L_0$</td>
</tr>
<tr>
<td>Density</td>
<td>$n$</td>
<td>$n_0$</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>$B$</td>
<td>$B_0$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$u$</td>
<td>$\nu_{00} = B_0/\sqrt{4\pi n_0}$</td>
</tr>
<tr>
<td>Time</td>
<td>$t$</td>
<td>$\tau_{00} = L_0/\nu_{00}$</td>
</tr>
<tr>
<td>Pressure</td>
<td>$p$, $\Pi$</td>
<td>$B_0^2/4\pi$</td>
</tr>
<tr>
<td>Temperature</td>
<td>$T$</td>
<td>$B_0^2/4\pi n_0$</td>
</tr>
<tr>
<td>Energy</td>
<td>$E$</td>
<td>$E_{\nu_{00}}^L/4\pi$</td>
</tr>
<tr>
<td>Electric field</td>
<td>$E$</td>
<td>$\nu_{00}B_0/c$</td>
</tr>
<tr>
<td>Current density</td>
<td>$J$</td>
<td>$B_0 c/4\pi L_0$</td>
</tr>
<tr>
<td>Current</td>
<td>$I$</td>
<td>$B_0 c \ell_0/4\pi$</td>
</tr>
<tr>
<td>Resistivity</td>
<td>$\eta$</td>
<td>$4\pi \nu_{00} (\nu_{00}/c)^2$</td>
</tr>
<tr>
<td>Diffusivity</td>
<td>$D_n$</td>
<td>$L_0^2/\tau_{00}$</td>
</tr>
<tr>
<td>Viscosity</td>
<td>$\mu$</td>
<td>$B_0^2 \tau_{00}/4\pi$</td>
</tr>
</tbody>
</table>
The expressions for the collisional (Braginskii) forms of various transport coefficients are given (in normalized units) in the following table. These expressions are for reference only, and yield neither the values used in simulations here, nor the values observed experimentally.

<table>
<thead>
<tr>
<th>Transport coefficient</th>
<th>Normalized expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>$d_i^2(m_e/m_i)/\tau_e$</td>
</tr>
<tr>
<td>$\mu_{\perp}^{(0)}$</td>
<td>$\frac{2}{3} d_i^2 p_i/\tau_i$</td>
</tr>
<tr>
<td>$\mu_{\parallel}^{(0)}$</td>
<td>$0.96 p_i \tau_i$</td>
</tr>
<tr>
<td>$\kappa_0$</td>
<td>$2d_i^2 p_i/\tau_i$</td>
</tr>
<tr>
<td>$\kappa_0^{(0)}$</td>
<td>$-\frac{3}{2} d_i p_i$</td>
</tr>
<tr>
<td>$\kappa_0^{(e)}$</td>
<td>$3.2 p_e \tau_e/(m_e/m_i)$</td>
</tr>
</tbody>
</table>

where

$$\tau_e = \tau_i \sqrt{\frac{m_e}{2m_i}} \left(\frac{T_i}{T_e}\right)^{3/2}.$$  \tag{40}

**Appendix B. Analysis of temporal discretizations**

**B.1. Stability**

Consider the hyperbolic system of equations

$$\frac{\partial u}{\partial t} = c \frac{\partial f}{\partial x},$$  \tag{41}

$$\frac{\partial f}{\partial t} = c \frac{\partial u}{\partial x},$$  \tag{42}

Discretization of this system according to the method outlined in Section 3.2 yields

$$(1 - \theta^2 \delta t^2 \mathcal{L}) u^{n+1} = (1 - \alpha \delta t^2 \mathcal{L}) u^n + c \delta_t \frac{\partial f}{\partial x}$$  \tag{43}

$$f^{m+1} = f^m + c \phi \delta_t \frac{\partial u^{n+1}}{\partial x} + c (1 - \phi) \delta_t \frac{\partial u^n}{\partial x}$$  \tag{44}

where $\mathcal{L} = c^2 \partial_x^2$. Letting $f^{m+1} = rf^m$ and $u^{n+1} = ru^n$, the amplification factor $r$ must satisfy

$$(1 + \theta^2 D)(r - 1)^2 + D(\theta^2 + \phi - \alpha)(r - 1) + D = 0$$  \tag{45}

where $D = \delta t^2 c^4 k^2$, assuming $\partial_x = ik$. Eq. (45) has solutions

$$r = \frac{1 + \frac{1}{2} D(\theta^2 - \phi + \alpha) \pm i \sqrt{D + \frac{1}{4} (\theta^2 - \frac{1}{2}(\theta^2 + \phi - \alpha)^2)D}}{1 + \theta^2 D}$$  \tag{46}

for which

$$|r|^2 = \frac{1 + (1 + x - \theta)D}{1 + \theta^2 D}$$  \tag{47}

when the quantity within the square-root of Eq. (46) is nonnegative. For the Caramana method, for which $\phi = 1$ and $\alpha = \theta^2$, this means that $|r|^2 = 1$ for any $D$, as long as $\theta \geq \frac{1}{2}$. Thus this method is linearly stable and non-dissipative in this case when $\theta \geq \frac{1}{2}$.

For the split $\theta$-implicit method, for which $\phi = \theta$ and $\alpha = \theta(\theta - 1)$, the amplification factor is $|r|^2 = 1 + [(1 - 2\theta)D/(1 + \theta^2 D)]$, which is less than or equal to 1 (and hence stable) when $\theta \geq \frac{1}{2}$. (The quantity within the square-root of Eq. (46) is exactly $D$ for this method, which is assumed to be positive.) Note that since $|r|^2 < 1$ when $\theta > \frac{1}{2}$,
the split $\theta$-implicit method introduces numerical dissipation in this case; this is not true for the Caramana method, for any value of $\theta$.

**B.2. Temporal truncation error**

The temporal truncation error of these discretizations may be determined by standard methods. First we consider the Caramana discretization, for which $m = n + \frac{1}{2}, \phi = 1$, and $\alpha = \theta^2$. Taylor expanding Eq. (43) about timestep $n$ yields

$$
(1 - \theta^2 \delta t^2 \mathcal{L}) \left( u + \delta t \partial_x u + \frac{1}{2} \delta t^2 \partial_x^2 u + \frac{1}{6} \delta t^3 \partial_x^3 u + O(\delta t^4) \right)
$$

$$
= (1 - \theta^2 \delta t^2 \mathcal{L}) u + \delta t c \partial_x \left[ f + \frac{1}{2} \left( \frac{\delta t}{\tau} \right)^2 \partial_x^2 f + \frac{1}{6} \left( \frac{\delta t}{\tau} \right)^3 \partial_x^3 f + O(\delta t^4) \right].
$$

(Dividing by $\delta t$ and using Eqs. (41) and (42) to eliminate $f$ (except for the $O(\delta t^0)$ occurrence) yields

$$
\partial_t u = c \partial_x f + \left( \theta^2 - \frac{1}{24} \right) \partial_x^2 f + O(\delta t^3).
$$

Similarly, Eq. (44) becomes

$$
\partial_t f = c \partial_x u - \frac{1}{24} \delta t^2 \partial_x^3 f + O(\delta t^3).
$$

(This can be seen immediately by noting that Eq. (44) has the same form as Eq. (43) with $\theta = 0$.) Therefore the Caramana time discretization is second-order accurate for any stable value of $\theta$.

An identical analysis of the split $\theta$-implicit method yields

$$
\partial_t u = c \partial_x f + \left( \theta - \frac{1}{2} \right) \delta t \partial_x u + \left( \theta^2 - \frac{1}{6} \right) \delta t^2 \partial_x^2 u + O(\delta t^3)
$$

$$
\partial_t f = c \partial_x u + \left( \theta - \frac{1}{2} \right) \delta t \partial_x^2 f + \frac{1}{2} \left( \theta - \frac{1}{3} \right) \delta t^2 \partial_x^3 f + O(\delta t^3).
$$

Thus the split $\theta$-implicit method is second-order accurate only for $\theta = \frac{1}{2}$.

**B.3. Accuracy of stationary solutions**

While the short-timescale dynamics of the magnetohydrodynamic system considered in the main text are dominantly hyperbolic in character, the parabolic terms will necessarily play an important role in the stationary solutions of the system, and must be included in any assessment of the accuracy of the stationary solutions to the discretized equations. Therefore, we consider a more general set of equations which include dissipation:

$$
\frac{\partial u}{\partial t} = c \frac{\partial f}{\partial x} + \mu \frac{\partial^2 u}{\partial x^2}
$$

$$
\frac{\partial f}{\partial t} = c \frac{\partial u}{\partial x} + \eta \frac{\partial^2 f}{\partial x^2}.
$$

The general stationary solution to these continuous equations is

$$
u_0(x) = u_0 + [A \cosh(kx) + B \sinh(kx)]
$$

$$f_0(x) = f_0 - \frac{c}{\kappa \eta} [B \cosh(kx) + A \sinh(kx)]
$$

where $k = c / \sqrt{\eta \mu}$ and $A, B, u_0$, and $f_0$ are arbitrary constants of integration. The Caramana discretization of Eqs. (51) and (52) is

$$
(1 - \theta^2 \delta t^2 \mathcal{L} - \theta \mu \delta t) u^{n+1} = (1 - \theta^2 \delta t^2 \mathcal{L} - \theta \mu \delta t) u^n + \mu \delta t \frac{\partial^2 u^n}{\partial x^2} + c \delta t \frac{\partial f^{n+1}}{\partial x}
$$

$$
(1 - \theta \eta \delta t) f^{n+1} = (1 - \theta \eta \delta t) f^{n+1} + \eta \delta t \frac{\partial^2 f^{n+1}}{\partial x^2} + c \delta t \frac{\partial u^{n+1}}{\partial x}.
$$
It is found that letting \( u^{n+1} = u^n \) and \( f^{n+\frac{1}{2}} = f^i(x) \) satisfies Eqs. (55) and (56) exactly, and therefore the Caramana discrete-time equations admit the same stationary solutions and the continuous-time equations, regardless of the choice of \( \theta \).

In contrast, the split \( \theta \)-implicit discretization is

\[
(1 - \theta \eta \delta t)f^{n+1} = (1 - \theta \eta \delta t)f^n + \eta \delta t \frac{\partial f^n}{\partial x} + c \delta t \frac{\partial u^{n+1}}{\partial x}.
\]

While Eq. (58) is satisfied exactly by \( f^{n+1} = f^m \) and \( u^{n+1} = u^n \), Eq. (57) is not. It is found that the general solution to Eqs. (57) and (58) is obtained by replacing \( k \) with \( \kappa = c/\sqrt{\eta \mu + \eta c^2 \theta \delta t} \) everywhere in Eqs. (53) and (54). Note that \(|\kappa| < |k|\), which is consistent with the observation that the term dropped in the Caramana method is responsible for an artificial numerical diffusion [30]. Thus there is an \( O(\delta t) \) error in the stationary solution to the \( \theta \)-implicit split discretization. This \( O(\delta t) \) error in the stationary solution persists even in the case where \( \theta = 1/2 \), in which case the dynamical error of the split \( \theta \)-implicit discretization is \( O(\delta t^2) \). The results presented in Fig. 2 are in agreement with the analysis of this section.

**Appendix C. Scalar form of equations implemented in M3D-C**

In this section, the scalar forms of the physical equations, Eqs. (1)–(5) are presented. The scalar forms of the time-advance equations derived in Section 3.2.

Before proceeding, the following definitions are made to simplify notation:

\[
\Delta a = R^2 \nabla \cdot \left( \frac{\nabla a}{R^2} \right);
\]

\[
\langle a, b \rangle = \nabla a \cdot \nabla b;
\]

\[
\langle a, b \rangle = \nabla \phi \cdot \nabla a \times \nabla b
\]

\[
\langle a, b \rangle = \nabla \nabla a : \nabla \nabla b;
\]

\[
[\langle a, b \rangle] = \nabla \phi \cdot \nabla \nabla a \times \nabla \nabla b.
\]

For compactness, derivatives are written as subscripts in the flux/potential form of Eqs. (31) and (32), (1) and (4) may be written:

\[
\tilde{n} = -[n, U] - \langle n, \chi \rangle - n \nabla^2 \chi + \sigma + \nabla \cdot (D_r \nabla n),
\]

\[
\tilde{p} = [-p, U] - \langle p, \chi \rangle - \Gamma p \nabla^2 \chi - \frac{1}{2} \left( \frac{v}{C_1} \right) \left( \frac{v}{C_1} \right) + \frac{1}{n} (\Gamma - 1) \left( \frac{v}{C_1} \right) \left( \frac{v}{C_1} \right) + \frac{1}{n} \left( \frac{v}{C_1} \right) \left( \frac{v}{C_1} \right).
\]

Acting on Eq. (2) with the operators \(-\nabla \phi \cdot \nabla \times, R^2 \nabla \phi, \) and \( \nabla \) yields:

\[
n \Delta \tilde{U} + \langle n, \tilde{U} \rangle - R^2 [n, \chi] = R^2 \left[ \frac{\Delta \phi}{R^2} \right] + \left( \frac{R^2}{R^2} \right) - R^2 \left[ \frac{n \Delta \phi}{R^2} \right] U - \frac{R^2}{2} \frac{\langle U, U \rangle}{R^2} n - \left( \frac{\nabla \phi}{R^2} \right) - \langle n \Delta \phi \rangle U - \langle n \Delta \phi \rangle \tilde{U} + \langle n \Delta \phi \rangle \tilde{U}.
\]

\[
n \nabla \times [n, \phi] - n \nabla \times [V, \phi] - n \nabla \times [V, \chi] - \sigma V + R^2 \nabla \phi \cdot (n g - \nabla \cdot \Pi)
\]

\[
n \nabla \nabla^2 \chi + \langle n, \chi \rangle + [n, \tilde{U}] = -\nabla^2 p - \frac{1}{R^2} \left[ \langle \Delta \phi \rangle^2 + \langle \Delta \phi \rangle \phi \rangle - \frac{1}{R^2} \Delta \phi \right] + \frac{1}{R^2} [n \Delta \phi]^2 + \langle n \Delta \phi, U \rangle
\]

\[
- \frac{1}{2} \left( \frac{\nabla \phi}{R^2} \right) + \langle \frac{n \nabla \phi}{R^2} \rangle - \frac{1}{2} \left( \frac{\nabla \phi}{R^2} \right) - n \nabla^2 [\chi, U] - [n \Delta \phi, U] + [n, \chi]
\]

\[
- \frac{1}{2} \left( \frac{\nabla \phi}{R^2} \right) + \langle \frac{n \nabla \phi}{R^2} \rangle - \frac{1}{2} \left( \frac{\nabla \phi}{R^2} \right) - n \nabla^2 [\chi, U] - [n \Delta \phi, U] + [n, \chi]
\]

The scalar equation for the time-evolution of the magnetic flux and toroidal field may be found by operating on Eqs. (7) and (5) with \( R^2 \nabla \phi, \) respectively:

\[
\psi = [\psi, U] - \langle \psi, \tilde{U} \rangle + \frac{d_t}{n} \left[ \frac{d_t}{n} \right] \psi \cdot (R - \nabla \cdot \Pi).
\]

\[
[\psi, U] - \langle \psi, \tilde{U} \rangle + \frac{d_t}{n} \left[ \frac{d_t}{n} \right] \psi \cdot (R - \nabla \cdot \Pi).
\]
\[
\dot{i} = -R^2 \left[ \frac{I}{R^2}, U \right] - R^2 \left[ \frac{\partial}{\partial R}, U \right] - I \Delta \chi - \langle I, \chi \rangle + R^2 \delta_t \left[ \left( \frac{\Delta \psi}{R^2}, \psi \right) + \frac{1}{2} \left[ \frac{\partial}{\partial R}, U \right] \right] - R^2 \nabla \varphi \cdot \nabla \times \left[ \frac{d_{ij}}{R} (R - \nabla \cdot \Pi_i) \right].
\]

The scalar form of \( \nabla \cdot \Pi \) is not expanded here, as it contains derivative of greater than second order and is therefore not useful in this form. The scalar form of this term after integration by parts is written in the following section.

C.1. Weak form

Eqs. (59)–(65) may now be Taylor expanded and discretized in the exactly the same manner as Eqs. (1)–(5) were in Section 3.2. These scalar equations may then be integrated to yield the weak equations appropriate for computation with finite elements. The final result of this process is the set of matrix Eqs. (33)–(36). The operators comprising the elements of the matrices in those equations are defined below.

C.1.1. Vorticity equation

\[
S_{UU} U^x = U_{iUh}(U^x, n) - \theta \delta t \left[ U_{iUh}(U^x, U, n) + U_{iU}(U, U^x, n) + U_{iU}(U^x, \chi, n) + U_{ii}(U^x, U) + U_{se}(U^x) \right] - \theta^2 \delta t^2 \left[ U_{i\psi}(U^x, \psi, \psi) + U_{ii}(U^x, I, I) + U_{se}(U^x) \right],
\]

\[
S_{UV} V^x = -\theta \delta t \left[ U_{\psi Vh}(V^x, V, n) + U_{\psi V}(V, V^x, n) + U_{\psi V}(V^x, V, n) \right] - \theta^2 \delta t^2 \left[ U_{\psi V}(V^x, \psi, I) \right],
\]

\[
S_{U\chi} \chi^x = U_{\chi Uh}(\chi^x, n) - \theta \delta t \left[ U_{\chi Uh}(\chi^x, \chi, n) + U_{\chi \chih}(\chi^x, \chi, n) + U_{\chi \chi}(\chi^x, \chi, n) + U_{\chi \chi}(\chi^x, \chi, n) + V_{\chi \chi}(\chi^x, \chi) \right] - \theta^2 \delta t^2 \left[ U_{\psi V}(\chi^x, \psi, \psi) + U_{ii}(\chi^x, I, I) + U_{se}(\chi^x, n) \right],
\]

\[
D_{UU} U^x = U_{iU}(U^x, n) + (1 - \theta) \delta t \left[ U_{iU}(U^x, U, n) + U_{iU}(U, U^x, n) + U_{iU}(U, n, n) \right] + \frac{1}{2} \delta t \left[ U_{iU}(U^x, U^0, n) + U_{iU}(U^0, U^x, n) + U_{iU}(U^0, \chi^0, n) \right] - \theta^2 \delta t^2 \left[ U_{\psi V}(U^x, \psi, \psi) + U_{ii}(U^x, I, I) + U_{se}(U^x) \right],
\]

\[
D_{UV} V^x = (1 - \theta) \delta t \left[ U_{\psi Vh}(V^x, V, n) + U_{\psi V}(V, V^x, n) \right] + \frac{1}{2} \delta t \left[ U_{\psi V}(V^x, V, n) + U_{\psi V}(V^x, V, n) \right] - \theta^2 \delta t^2 \left[ U_{\psi V}(V^x, \psi, I) \right],
\]

\[
D_{U\chi} \chi^x = U_{\chi U}(\chi^x, n) + (1 - \theta) \delta t \left[ U_{\chi U}(\chi^x, \chi, n) + U_{\chi \chi}(\chi^x, \chi, n) \right] + \frac{1}{2} \delta t \left[ U_{\chi \chi}(\chi^x, \chi^0, n) + U_{\chi \chi}(\chi^0, \chi^x, n) + U_{\chi \chi}(\chi^0, \chi^x, n) \right] - \theta^2 \delta t^2 \left[ U_{\psi V}(\chi^x, \psi, \psi) + U_{ii}(\chi^x, I, I) + U_{se}(\chi^x, n) \right],
\]

\[
Q_{U\chi \psi} \psi^x = \frac{1}{2} \delta t \left[ U_{\psi V}(\psi^x, \psi^0, \psi^0) + U_{\psi V}(\psi^0, \psi^0, \psi^0) \right] - \frac{1}{2} \theta^2 \delta t^2 \left[ U_{\psi V}(U^0, \psi^0, \psi^0, \psi^0) + U_{\psi V}(U^0, \psi^0, \psi^0, \psi^0) + U_{\psi V}(V^0, \psi^0, I, I) \right]
\]

\[
Q_{U\psi \psi} \psi^x = \frac{1}{2} \delta t \left[ U_{\psi V}(\psi^0, \psi^0, \psi^0) + U_{\psi V}(\psi^0, \psi^0, \psi^0, \psi^0) \right] - \frac{1}{2} \theta^2 \delta t^2 \left[ U_{\psi V}(U^0, \psi^0, I, I) + U_{\psi V}(U^0, \psi^0, I, I) \right]
\]

\[
Q_{U\psi \psi} \psi^x = 0
\]

\[
Q_{U\psi n} \psi^x = \delta t \left[ U_{iU}(U^0, U^0, n^x) + U_{\psi V}(V^0, V^0, n^x) + U_{\chi \chi}(\chi^0, \chi^0, n^x) + U_{\chi \chi}(\chi^0, \chi^0, n^x) + U_{\chi \chi}(\chi^0, \chi^0, n^x) \right] + \delta t^2 \left[ U_{\psi V}(U^0, n^x) + U_{\psi V}(U^0, n^x) \right]
\]
C.1.2. Toroidal velocity equation

\[ S_{\psi U} U^r = -\theta \delta t [V_{\psi U}(U^r, V, n) + V_{\psi U}(U^r)] - \theta^2 \delta t^2 [V_{\psi U}(U^r, \psi, I)] \]  

\[ S_{\psi V} V^r = V_{\psi U}(V^r, n) - \theta \delta t [V_{\psi U}(U, V^r, n) + V_{\psi V}(V^r, \chi, n) + V_{\psi V}(V^r)] + V_{\psi V}(V^r, \chi, n) - \theta^2 \delta t^2 [V_{\psi U}(V^r, \psi, I)] \]  

\[ S_{\psi \chi} \chi^r = -\delta t [V_{\psi V}(V, \chi, n) + V_{\psi \chi}(\chi^r)] - \theta^2 \delta t^2 [V_{\psi U}(\chi^r, \psi, I)] \]  

\[ D_{\psi U} U^r = (1 - \theta) \delta t [V_{\psi U}(U^r, V, n)] + \frac{1}{2} \theta \delta t [V_{\psi U}(U^r, V, n)] - \theta^2 \delta t^2 [V_{\psi U}(U^r, \psi, I)] \]  

\[ D_{\psi V} V^r = V_{\psi U}(V^r, n)(1 - \theta) \delta t [V_{\psi V}(V^r)] + \frac{1}{2} \theta \delta t [V_{\psi U}(U^r, V^r, n)] + \frac{1}{2} \delta t [V_{\psi U}(U^r, \chi, n)] + \frac{1}{2} \delta t [V_{\psi U}(U^r, \chi, n)] + \frac{1}{2} \delta t [V_{\psi U}(U^r, \chi, n)] - \theta^2 \delta t^2 [V_{\psi U}(\chi^r, \psi, I)] \]  

\[ D_{\psi \chi} \chi^r = (1 - \theta) \delta t [V_{\psi V}(V, \chi, n)] + \frac{1}{2} \theta \delta t [V_{\psi V}(V, \chi, n)] + \frac{1}{2} \delta t [V_{\psi V}(V^r, \chi, n)] - \theta^2 \delta t^2 [V_{\psi U}(\chi^r, \psi, I)] \]  

\[ Q_{\psi U} \psi^r = \frac{1}{2} \theta \delta t \int \left[ V_{\psi U}(\psi^r, I + p^r) + \frac{1}{2} \theta \delta t^2 \left[ U_{\psi U}(U^r, \psi + p^r) + U_{\psi U}(U^r, \psi, I + p^r) + U_{\psi U}(U^r, \psi, I + p^r) \right] \right] \]  

C.1.3. Compressional velocity equation

\[ S_{\chi U} U^r = X_{\chi U}(U^r, n) - \theta \delta t [X_{\chi U}(U^r, U, n) + X_{\chi U}(U, U^r, n) + X_{\chi U}(U^r) + X_{\chi U}(U^r)] - \theta^2 \delta t^2 [X_{\chi U}(U^r, \psi, I)] \]  

\[ S_{\chi V} V^r = -\theta \delta t [X_{\chi V}(V^r, V, n) + X_{\chi V}(V^r)] - \theta^2 \delta t^2 [X_{\chi U}(V^r, \psi, I)] \]  

\[ S_{\chi \chi} \chi^r = X_{\chi \chi}(\chi^r, n) - \theta \delta t [X_{\chi \chi}(\chi^r, \chi, n) + X_{\chi \chi}(\chi^r, \chi, n) + X_{\chi \chi}(\chi^r, \chi^r, n) + X_{\chi \chi}(\chi^r)] - \theta^2 \delta t^2 [X_{\chi U}(\chi^r, \psi, I)] \]  

\[ D_{\chi U} U^r = X_{\chi U}(U^r, n) + (1 - \theta) \delta t [X_{\chi U}(U^r) + X_{\chi U}(U^r)] + \frac{1}{2} \theta \delta t [X_{\chi U}(U^r, U, n) + X_{\chi U}(U^r, U^r, n) + X_{\chi U}(U^r)] - \theta^2 \delta t^2 [X_{\chi U}(U^r, \psi, I)] \]  

\[ D_{\chi V} V^r = (1 - \theta) \delta t [X_{\chi V}(V^r)] + \frac{1}{2} \theta \delta t [X_{\chi V}(V^r, V, n) + X_{\chi V}(V^r)] + \frac{1}{2} \delta t [X_{\chi V}(V^r, V^r, n)] - \theta^2 \delta t^2 [X_{\chi U}(V^r, \psi, I)] \]  

\[ D_{\chi \chi} \chi^r = X_{\chi \chi}(\chi^r, n) + (1 - \theta) \delta t [X_{\chi \chi}(\chi^r) + X_{\chi \chi}(\chi^r)] + \frac{1}{2} \theta \delta t [X_{\chi \chi}(\chi^r, \chi, n) + X_{\chi \chi}(\chi^r, \chi, n) + X_{\chi \chi}(\chi^r) + X_{\chi \chi}(\chi^r) - \theta^2 \delta t^2 [X_{\chi U}(\chi^r, \psi, I)] \]  

\[ Q_{\chi U} \psi^r = Q_{\chi V} \psi^r = Q_{\chi \chi} \chi^r = 0 \]  

\[ Q_{\chi U} U^r = Q_{\chi V} V^r = Q_{\chi \chi} \chi^r = \delta t [X_{\chi U}(U^r, V^r, n) + X_{\chi V}(V^r, \chi^r, n)] \]
\[ Q_{x\theta} \psi^* = \frac{1}{2} \delta t \left[ X_{\psi^*} (\psi^*, \psi + \psi^0) + X_{\psi^0} (\psi + \psi^0, \psi^*) \right] \]
\[ -\frac{1}{2} \delta \psi \delta t^2 \left[ X_{u\psi^*} (U^0, \psi^*, \psi + \psi^0) + X_{u\psi^0} (U^0, \psi + \psi^0, \psi^*) + X_{\chi\psi^*} (\chi^0, \psi^*, \psi + \psi^0) + X_{\chi\psi^0} (\chi^0, \psi + \psi^0, \psi^*) + X_{v\psi^*} (V^0, \psi^*, \psi^0) + X_{v\psi^0} (V^0, \psi^0, \psi^*) \right] \]  

(92)

\[ Q_{\theta\theta} F^* = \frac{1}{2} \delta t \left[ X_{uF^*} (F^0, I + \bar{F}^0) + X_{uI} (I + \bar{F}^0, F^0) \right] \]
\[ -\frac{1}{2} \delta F \delta t^2 \left[ X_{u\chi I} (U^0, I + \bar{F}^0, \chi^0) + X_{u\chi F} (U^0, \chi^0, I + \bar{F}^0) + X_{\chi\chi I} (\chi^0, I + \bar{F}^0, \chi^0) + X_{\chi\chi F} (\chi^0, \chi^0, I + \bar{F}^0) + X_{v\chi I} (V^0, \chi^0, I) + X_{v\chi F} (V^0, \chi^0, F) + X_{\chi v I} (V^0, \psi^0, I) + X_{\chi v F} (V^0, \psi^0, F) \right] \]  

(93)

\[ Q_{z\rho} \rho^* = \delta t [X_{\rho^*} (\rho^0)] + \theta \delta t^2 \left[ X_{u\rho^*} (U^0, \rho^0) + X_{\rho^0} (\rho^0) \right] \]  

(94)

\[ Q_{z\theta} n^r = \delta t \left[ X_{u\theta n} (U^0, \theta^0, n^r) + X_{v\theta n} (V^0, \theta^0, n^r) + X_{z\theta n} (\chi^0, \theta^0, n^r) + X_{z\theta n} (\chi^0, \theta^0, n^r) + X_{\theta n} (n^r) \right] + \delta t^2 \left[ X_{u\theta n} (U^0, n^r) + X_{v\theta n} (V^0, n^r) \right] \]  

(95)

C.1.4. Density equation

\[ S_{n\theta} n^r = N_{n\theta} (n^r) - \delta t [N_{n\theta} (n^r, U) + N_{n\theta} (n^r, \chi^0) + N_{n\theta} (n^r, \chi^0)] \]  

(96)

\[ D_{n\theta} n^r = N_{n\theta} (n^r) + (1 - \theta) \delta t [N_{n\theta} (n^r, U) + N_{n\theta} (n^r, \chi^0) + N_{n\theta} (n^r, \chi^0)] \]  

(97)

\[ R_{n\theta} U^r = \phi \delta t [N_{n\theta} (n, U^r)] \]  

(98)

\[ R_{n\theta} V^r = 0 \]  

(99)

\[ R_{n\theta} F^r = \phi \delta t [N_{n\theta} (n, \chi^r)] \]  

(100)

\[ Q_{n\theta} U^r = (1 - \phi) \delta t [N_{n\theta} (n, U^r)] + \delta t [N_{n\theta} (n^0, U^r)] \]  

(101)

\[ Q_{n\theta} V^r = 0 \]  

(102)

\[ Q_{n\theta} F^r = (1 - \phi) \delta t [N_{n\theta} (n, \chi^r)] + \delta t [N_{n\theta} (n^0, \chi^r)] \]  

(103)

C.1.5. Pressure equation

\[ S_{\rho\rho} \rho^* = P_\rho (\rho^0) - \theta \delta t [P_{\rho\rho} (p^r, U) + P_{\rho\rho} (p^r, \chi^0) + P_{\rho\rho} (p^r, \chi^0)] + \delta t [P_{\rho\rho} (p^r, \psi^0)] \]  

(104)

\[ D_{\rho\rho} \rho^* = P_\rho (p^0) + (1 - \theta) \delta t [P_{\rho\rho} (p^r, U) + P_{\rho\rho} (p^r, \chi^0) + P_{\rho\rho} (p^r, \chi^0)] + \delta t [P_{\rho\rho} (p^r, \psi^0)] \]  

(105)

\[ R_{\rho\rho} U^r = \phi \delta t [P_{\rho\rho} (U^r, U^r)] + P_{\rho\rho} (U^r, U^r) \]  

(106)

\[ R_{\rho\rho} V^r = \phi \delta t [P_{\rho\rho} (V^r, V^r)] + P_{\rho\rho} (V^r, V^r) \]  

(107)

\[ R_{\rho\rho} F^r = \phi \delta t [P_{\rho\rho} (F^r, F^r)] + P_{\rho\rho} (F^r, F^r) \]  

(108)

\[ Q_{\rho\rho} U^r = (1 - \phi) \delta t [P_{\rho\rho} (p^r, U^r)] + \delta t [P_{\rho\rho} (p^0, U^r)] \]  

\[ + \left( \frac{1}{2} - \phi \right) \delta t [P_{\rho\rho} (U^r, \chi)] + P_{\rho\rho} (U^r, U^r)] + \frac{1}{2} \delta t \left[ P_{\rho\rho} (U^r, \chi^0) + P_{\rho\rho} (U^r, \chi^0) + P_{\rho\rho} (U^r, \chi^0) \right] \]  

(109)

\[ Q_{\rho\rho} V^r = \left( \frac{1}{2} - \phi \right) \delta t [P_{\rho\rho} (V^r, V^r)] + \frac{1}{2} \delta t \left[ P_{\rho\rho} (V^r, V^r) + P_{\rho\rho} (V^r, V^r) \right] \]  

(110)

\[ Q_{\rho\rho} F^r = \left( \frac{1}{2} - \phi \right) \delta t [P_{\rho\rho} (p^r, \chi^0)] + \delta t [P_{\rho\rho} (p^0, \chi^0)] \]  

\[ + \left( \frac{1}{2} - \phi \right) \delta t [P_{\rho\rho} (U^r, \chi^0) + P_{\rho\rho} (U^r, \chi^0) + P_{\rho\rho} (U^r, \chi^0)] \]  

(111)
\[ O_p = \delta t [P_{\phi\psi}(p_e, I) + P_{\phi\psi}(\psi, \psi) + P_{\phi\psi}(\psi, \psi)] \] (112)

C.1.6. Electron pressure equation

\[ S_{\psi\psi_0}\psi^x = -\delta t [P_{\phi\psi}(\psi^x, \psi) + P_{\phi\psi}(\psi, \psi^x) + P_{\phi\psi}(p_e, \psi^x, \psi) + P_{\phi\psi}(p_e, \psi, \psi^x)] \] (113)

\[ S_{\phi\psi_0}F = -\delta t [P_{\phi\psi}(\psi^x, \phi) + P_{\phi\psi}(p_e, \phi) + P_{\phi\psi}(p_e, \phi) + P_{\phi\psi}(p_e, \phi)] \] (114)

\[ S_{\psi\phi_0}p_0^x = P_{\phi}(p_0^x) - \delta t [P_{\phi\psi}(p_0^x, U) + P_{\phi}(p_0^x, \chi) + P_{\phi}(p_0^x, I) + P_{\phi}(p_0^x, \phi) + P_{\phi}(p_0^x, \phi) + P_{\phi}(p_0^x, \phi)] \] (115)

\[ D_{\psi\psi_0}\psi^x = \left(\frac{1}{2} - \theta\right) \delta t [P_{\phi\psi}(\psi^x, \psi) + P_{\phi\psi}(\psi, \psi^x) + P_{\phi\psi}(p_e, \psi^x, \psi) + P_{\phi\psi}(p_e, \psi, \psi^x)] + \frac{1}{2} \delta t [P_{\phi\psi}(\psi^x, \psi^0) + P_{\phi\psi}(\psi^0, \psi^x) + P_{\phi\psi}(p_e, \psi^0, \psi^x)] + P_{\phi\psi}(p_e, \psi^0, \psi^x)] \] (116)

\[ D_{\phi\psi_0}F = -\delta t [P_{\phi\psi}(p_e, F) + P_{\phi}(p_e, F)] + \delta t [P_{\phi\psi}(p_0^x, F) + P_{\phi}(p_0^x, F)] + \left(\frac{1}{2} - \theta\right) \delta t [P_{\phi\psi}(p_e, I) + P_{\phi\psi}(p_e, I)] \] (117)

\[ D_{\psi\phi_0}p_0^x = P_{\phi}(p_0^x) + (1 - \theta) \delta t [P_{\phi\psi}(p_0^x, U) + P_{\phi}(p_0^x, \chi) + P_{\phi}(p_0^x, I) + P_{\phi}(p_0^x, \phi) + P_{\phi}(p_0^x, \phi) + P_{\phi}(p_0^x, \phi)] \] (118)

\[ R_{\psi\psi_0}U^x = \phi \delta t [P_{\phi\psi}(p_e, U^x)] \] (119)

\[ R_{\psi\psi_0}V^x = 0 \] (120)

\[ R_{\phi\psi_0}X^x = \phi \delta t [P_{\phi\psi}(p_e, X^x)] \] (121)

\[ Q_{\psi\phi_0}U^x = (1 - \phi) \delta t [P_{\phi\psi}(p_e, U^x)] + \delta t [P_{\phi\psi}(p_0^x, U^x)] \] (122)

\[ Q_{\psi\psi_0}V^x = 0 \] (123)

\[ Q_{\phi\psi_0}X^x = (1 - \phi) \delta t [P_{\phi\psi}(p_e, X^x)] + \delta t [P_{\phi\psi}(p_0^x, X^x)] \] (124)

\[ O_{\psi} = 0 \] (125)

C.1.7. Magnetic flux equation

\[ S_{\psi\psi_0}\psi^x = \Psi_{\psi}(\psi^x) - \theta \delta t [\Psi_{\psi}(\psi^x, U) + \Psi_{\psi}(\psi, \chi) + \Psi_{\psi}(\psi^x, I) + \Psi_{\psi}(\psi^x, +) + \Psi_{\psi}(\psi^x, +)] \] (126)

\[ S_{\phi\psi_0}F = -\delta t [\Psi_{\psi}(\psi, F)] \] (127)

\[ S_{\psi\phi_0}p_0^x = 0 \] (128)

\[ D_{\psi\psi_0}\psi^x = \Psi_{\psi}(\psi^x)(1 - \theta) \delta t [\Psi_{\psi}(\psi^x, U) + \Psi_{\psi}(\psi^x, \chi) + \Psi_{\psi}(\psi^x, +)] + \left(\frac{1}{2} - \theta\right) \delta t [\Psi_{\psi}(\psi^x, I) + \frac{1}{2} \delta t [\Psi_{\psi}(\psi^x, F)] \] (129)

\[ D_{\phi\psi_0}F = \left(\frac{1}{2} - \theta\right) \delta t [\Psi_{\psi}(\psi^x, F)] + \frac{1}{2} \delta t [\Psi_{\psi}(\psi^x, F)] \] (130)

\[ D_{\phi\psi_0}p_0^x = 0 \] (131)

\[ R_{\psi\psi_0}U^x = \phi \delta t [\Psi_{\psi}(\psi, U^x)] \] (132)

\[ R_{\psi\psi_0}V^x = 0 \] (133)

\[ R_{\phi\psi_0}X^x = \phi \delta t [\Psi_{\psi}(\psi, X^x)] \] (134)
\[ Q_{\phi U} U^\alpha = -\phi \delta t[D_{\phi U}(\psi, U^\alpha)] + \delta t[D_{\phi U}(\psi^0, U^\alpha)] \]  
(135)
\[ Q_{\phi V} V^\alpha = 0 \]  
(136)
\[ Q_{\phi X} X^\alpha = -\phi \delta t[D_{\phi X}(\psi, X^\alpha)] + \delta t[D_{\phi X}(\psi^0, X^\alpha)] \]  
(137)

C.1.8. Toroidal magnetic field equation

\[ S_{\phi \psi} \psi^\alpha = -\theta \delta t[I_{\phi \psi}(\psi^0, \psi) + I_{\phi \psi}(\psi, \psi^0) + I_{\phi \psi}(\psi, V)] \]  
(138)
\[ S_{\psi \rho} F = I_{\rho}(F) - \theta \delta t[I_{\rho}(F, U) + I_{\rho}(F, \chi) + I_{\rho}(F) + I_{\rho}(F, I) + I_{\rho}(I, F)] \]  
(139)
\[ S_{\rho \psi} \psi^\alpha = -\theta \delta t[I_{\rho}(\rho^\alpha)] \]  
(140)
\[ D_{\psi \psi} \psi^\alpha = (1 - \theta)\delta t[I_{\psi \psi}(\psi, V)] + \left(\frac{1}{2} - \theta\right)\delta t[I_{\psi \psi}(\psi^0, \psi) + I_{\psi \psi}(\psi, \psi^0)] + \frac{1}{2} \delta t[I_{\psi \psi}(\psi^0, V)] \]  
(141)
\[ D_{\psi \rho} F = I_{\rho}(F) + (1 - \theta)\delta t[I_{\rho}(F, U) + I_{\rho}(F, \chi) + I_{\rho}(F) + I_{\rho}(I, F)] + \left(\frac{1}{2} - \theta\right)\delta t[I_{\rho}(F, I) + I_{\rho}(I, F)] + \frac{1}{2} \delta t[I_{\rho}(I, F) + I_{\rho}(I, F, I)] \]  
(142)
\[ D_{\rho \psi} \psi^\alpha = (1 - \theta)\delta t[I_{\rho}(\rho^\alpha)] \]  
(143)
\[ R_{\phi U} U^\alpha = \phi \delta t[I_{\phi}(U, U^\alpha)] \]  
(144)
\[ R_{\phi V} V^\alpha = \phi \delta t[I_{\phi}(\psi, V^\alpha)] \]  
(145)
\[ R_{\phi X} X^\alpha = \phi \delta t[I_{\phi}(I, X^\alpha)] \]  
(146)
\[ Q_{\phi U} U^\alpha = -\phi \delta t[I_{\phi}(U, U^\alpha)] + \delta t[I_{\phi}(U^0, U^\alpha)] \]  
(147)
\[ Q_{\phi V} V^\alpha = -\phi \delta t[I_{\phi}(\psi, V^\alpha)] + \delta t[I_{\phi}(\psi^0, V^\alpha)] \]  
(148)
\[ Q_{\phi X} X^\alpha = -\phi \delta t[I_{\phi}(I, X^\alpha)] + \delta t[I_{\phi}(I^0, X^\alpha)] \]  
(149)

C.2. Matrix element component terms

The terms in the above equations are categorized and defined in the following sections. Each term has been integrated by parts to arrive at the simplest expression for which the order of differentiation on the trial function is roughly equal to that on the physical fields. The integrations by parts of tensor quantities are aided by use of the following identities, which hold for any symmetric tensor \( \Pi \):

\[ R^2 v \nabla \cdot \nabla \times (\nabla \cdot \Pi) = R^2 v_2 \nabla \cdot \Pi \cdot \nabla \phi - \nabla v \cdot \Pi \cdot \nabla Z + R \nabla \phi \cdot [\nabla \nabla (vR) \times \Pi] + \nabla \cdot A_1 \]  
(150)
\[ - R^2 v \nabla \phi \cdot (\nabla \cdot \Pi) = R^2 \nabla \phi \cdot \Pi \cdot \nabla \phi + \nabla \cdot A_2 \]  
(151)
\[ - v \nabla \cdot (\nabla \cdot \Pi) = -\nabla \nabla v \cdot \Pi + \nabla \cdot A_3 \]  
(152)

where

\[ A_1 = -R^2 v \nabla \phi \times (\nabla \cdot \Pi) - R \Pi \cdot [\nabla \phi \times \nabla (Rv)] + v \Pi \cdot \nabla Z \]
\[ A_2 = -R^2 v \Pi \cdot \nabla \phi \]
\[ A_3 = \nabla v \cdot \Pi - v \nabla \cdot \Pi. \]

In order to simplify the notation of the following terms, \( A \equiv B \) is defined to mean \( A = \int dA \cdot B \).

C.2.1. Magnetohydrodynamic terms

The terms in this section are the basic magnetohydrodynamic terms in the two-fluid equations, which do not depend on any specific choice of closure. These terms include convection, internal forces (pressure, Lorentz force), and electromagnetic induction.
\[ N_0(n) \equiv v n \]
\[ N_0(n, U) \equiv v[U, n] \]
\[ N_{xy}(n, \chi) \equiv n(v, \chi) - \nabla \cdot (vn\nabla\chi) \]
\[ N_{xy}(n, D_n) \equiv -D_n(v, n) + \nabla \cdot (vD_n\nabla n) \]
\[ U_{\text{lin}}(U, n) \equiv -\frac{1}{\rho} n(R^2 v, U) + \nabla \cdot (vnU) \]
\[ U_{\text{lin}}(n, \chi) \equiv -R^2 v[n, \chi] \]
\[ U_{\text{lin}}(U, U, n) \equiv \frac{1}{\rho} n\Delta U[R^2 v, U] + \frac{1}{2\rho} \langle U, U \rangle [R^2 v, n] - [vn\Delta U, U] - \left[ \frac{3}{2} v(U, U), n \right] \]
\[ U_{\text{lin}}(V, n) \equiv \frac{\rho}{R} \nabla V \cdot \nabla n - \frac{3}{2} v(nV, R) \]
\[ U_{\text{lin}}(U, \chi, n) \equiv \frac{1}{\rho} n\Delta U[R^2 v, \chi] - [U, \chi][R^2 v, n] - \nabla \cdot (vn\Delta U\nabla\chi) - \left[ R^2 v[\chi, U], n \right] \]
\[ U_{\text{lin}}(\chi, \chi) \equiv \frac{1}{2} (\chi, \chi)[R^2 v, n] - \left[ \frac{3}{2} R^2 v(\chi, \chi), n \right] \]
\[ U_{\text{lin}}(\psi, \psi) \equiv -\frac{1}{\rho} [R^2 v, \psi] \Delta \psi - [\psi, \nabla^2 \psi] \]
\[ U_{\text{lin}}(I, I) \equiv -R^2 v[I, \frac{1}{\rho} I] \]
\[ V_{\text{lin}}(V, n) \equiv vnV \]
\[ V_{\text{lin}}(U, V, n) \equiv v[n, U, V] \]
\[ V_{\text{lin}}(V, \chi, n) \equiv -v[n, \chi, V] \]
\[ V_{\text{lin}}(I, \psi) \equiv v[I, \psi] \]
\[ X_{\text{lin}}(U, n) \equiv v[n, U] \]
\[ X_{\text{lin}}(\chi, n) \equiv -n(\chi, \nabla \cdot (vn\nabla\chi)) \]
\[ X_{\text{lin}}(p) \equiv -v\nabla^2 p \]
\[ X_{\text{lin}}(U, U, n) \equiv -\frac{1}{\rho} n\Delta U[v, U] + \frac{1}{2} n[v, \frac{\langle U, U \rangle}{\rho^2}] + \nabla \cdot \left( \frac{1}{\rho} vn\Delta U\nabla U \right) - \nabla \cdot \left[ \frac{3}{2} vn\nabla \left( \frac{1}{\rho} \langle U, U \rangle \right) \right] \]
\[ X_{\text{lin}}(V, n) \equiv \frac{1}{\rho} nV + \nabla \cdot \left( \frac{1}{\rho} vnV \nabla R \right) \]
\[ X_{\text{lin}}(U, \chi, n) \equiv \frac{1}{\rho} n[V, (n, v)] + n\Delta U[\chi, n] + \nabla \cdot (vt\nabla [U, \chi]) - [n[U, \chi] \nabla v] - [vn\Delta U, \chi] \]
\[ X_{\text{lin}}(\chi, \chi, n) \equiv \frac{1}{\rho} n((\chi, \chi)[R^2 v, n] - \nabla \cdot (\frac{2}{3} v\nabla \nabla\chi)) \]
\[ X_{\text{lin}}(\psi, \psi) \equiv \frac{1}{\rho} \Delta \psi(v, \psi) - \nabla \cdot \left( \frac{1}{\rho} v\Delta \psi \nabla \psi \right) \]
\[ X_{\text{lin}}(I, I) \equiv \frac{1}{\rho} I(v, I) - \nabla \cdot \left( \frac{1}{\rho} v\nabla \nabla I \right) \]
\[ \Psi_{\text{lin}}(\psi) \equiv v\psi \]
\[ \Psi_{\text{lin}}(U, \psi) \equiv v[U, \psi] \]
\[ \Psi_{\text{lin}}(\chi, \psi) \equiv -v\chi \nabla \psi \]
\[ \Psi_{\text{lin}}(I, \psi) \equiv d_i v I \nabla \psi \]
\[ I_{\text{lin}}(I) \equiv v[I, I] \]
\[ I_{\text{lin}}(U, U) \equiv R^2 v \left[ I, \frac{1}{\rho} I \right] \]
\[ I_{\text{lin}}(V, V) \equiv R^2 v \left[ I, \frac{1}{\rho} I \right] \]
\[ I_{\text{lin}}(I, \chi) \equiv \frac{1}{\rho} \langle R^2 v, \chi \rangle - \nabla \cdot (v\nabla \chi) \]
\[ I_{\text{lin}}(I, \psi) \equiv d_i \frac{\nabla \psi}{R^2} + [d_i \frac{1}{\rho} v\Delta \psi, \psi] \]
\[ I_{\text{lin}}(I, I) \equiv d_i R^2 v I \left[ \frac{1}{\rho} I \right] \]
\[ I_{\text{lin}}(p) \equiv d_i R^2 v \left[ \frac{1}{\rho} I, p \right] \]
\[ P_{\text{lin}}(p) \equiv v[p] \]
\[ P_{\text{lin}}(U, p) \equiv v[U, p] \]
\[ P_{\text{lin}}(\chi, \psi) \equiv \Gamma p(v, \chi) + (\Gamma - 1) v(p, \chi) - \nabla \cdot (\Gamma v \nabla \chi) \]
\[ P_{\text{lin}}(p, I) \equiv d_i \frac{1}{\rho} v[p, I] + \Gamma v[p, I] \]
\[ U_{U_{pO}}(U, \psi, \psi) \equiv \frac{1}{R^2} \left[ R^2 v \cdot \psi \right] - \frac{1}{R^2} \left[ R^2 v \cdot \psi \right] \]
\[ U_{U_{I}}(U, I, I) \equiv \left[ R^2, v \right] \left[ U, \frac{1}{R^2} \right] - \left[ R^2, v \right] \left[ U, \frac{1}{R^2} \right] \]
\[ U_{\psi\psi}(V, \psi, \psi) \equiv - \frac{1}{R} \left( \left[ R^2 v, \psi \right], \left( U, \psi \right) \right) + \frac{1}{R} \left[ R^2 v, \left( U, \psi \right) \right] \Delta^* \psi - \left[ v \Delta^* \left( U, \psi \right), \psi \right] - \left[ v \Delta^* \left( U, \psi \right), \psi \right] + \nabla \cdot \left( \frac{1}{R^2} \left[ R^2 v, \psi \right] \right) \nabla \left( U, \psi \right) \]
\[ U_{U_{pI}}(U, I, I) \equiv \frac{1}{R^2} \left[ v, U \right][I, \psi] + \frac{1}{R^2} \left[ v, U \right][I, \psi] + \left[ R^2 v \left( U, \frac{1}{R^2} \right), \psi \right] + \left[ v, v \right] \left[ U, \frac{1}{R^2} \right] \]
\[ V_{V_{pO}}(V, \psi, \psi) \equiv - \frac{1}{R} \left( \left[ v, \psi \right], \left( V, \psi \right) \right) + \nabla \cdot \left( v \nabla \left( V, \psi \right) \right) - \left[ v \Delta^* \left( V, \psi \right), \psi \right] - \left[ v \Delta^* \left( V, \psi \right), \psi \right] + \nabla \cdot \left( \frac{1}{R^2} \left[ v, \psi \right] \nabla \left( V, \psi \right) \right) \]
\[ X_{U_{pO}}(U, p) \equiv - \nabla^2 v \left( U, p \right) + \nabla \cdot \left( \left[ U, p \right] \nabla v - v \nabla \left( U, p \right) \right) \]
\[ X_{V_{pO}}(V, p) \equiv \nabla^2 v \left( I \left[ P, \nabla v \right] + \left( p, \nabla v \right) \right) + \nabla \cdot \left( v \nabla \left( I \left[ P, \nabla v \right] + \left( p, \nabla v \right) \right) \right) \]
\[ X_{U_{pI}}(U, I, I) \equiv - \nabla^2 v \left( U, \frac{1}{R^2} \right) + \nabla \cdot \left( I \left[ U, \frac{1}{R^2} \right] \nabla v - v \nabla \left( R^2 v \left( U, \frac{1}{R^2} \right) \right) \right) \]
\[ X_{V_{pI}}(V, I, I) \equiv - \nabla^2 v \left( I \left[ V, \frac{1}{R^2} \right] \right) + \nabla \cdot \left( I \left[ V, \frac{1}{R^2} \right] \nabla v - v \nabla \left( R^2 v \left( I \left[ V, \frac{1}{R^2} \right] \right) \right) \right) \]

\[ \Psi_{\psi\psi}(\psi) \equiv v \eta \Delta^* \psi \]
\[ I_{\phi}(I) \equiv - \frac{1}{R^2} \eta \left[ (R^2 v, I) \right] + \nabla \cdot (v \eta \nabla I) \]
\[ P_{\phi\psi}(\psi, \psi) \equiv \left( \Gamma - \frac{1}{R^2} \right) v \eta \Delta^* \psi \Delta^* \psi \]
\[ P_{\phi I}(I, I) \equiv \left( \Gamma - \frac{1}{R^2} \right) v \eta \nabla I \]

\[ U_{rg}(n) \equiv g_k v \langle n, R \rangle - g_k R \langle v, n \rangle \]
\[ X_{rg}(n) \equiv \frac{n}{R^2} (g_k v \langle v, n \rangle + g_k R \langle v, n \rangle). \]

C.2.2. Collisional forces

Assuming the collisional force \( R \) is of the form given by Eq. (8) (which neglects the thermal force), the contributions to the scalar equations due to this force are given by

\[ \Psi_{\phi\psi}(\psi) \equiv v \eta \Delta^* \psi \]
\[ I_{\phi}(I) \equiv - \frac{1}{R^2} \eta \langle R^2 v, I \rangle + \nabla \cdot (v \eta \nabla I) \]  
\[ P_{\phi\psi}(\psi, \psi) \equiv \left( \Gamma - \frac{1}{R^2} \right) v \eta \Delta^* \psi \Delta^* \psi \]  
\[ P_{\phi I}(I, I) \equiv \left( \Gamma - \frac{1}{R^2} \right) v \eta \nabla I \]

C.2.3. Gravity

These terms are obtained assuming a gravitational force of the form given by Eq. (16). (Note that here the subscripts on \( g \) denote vector components, not derivatives.)

\[ U_{rg}(n) \equiv g_k v \langle n, R \rangle - g_k R \langle v, n \rangle \]
\[ X_{rg}(n) \equiv \frac{n}{R^2} (g_k v \langle v, n \rangle + g_k R \langle v, n \rangle). \]

Gravitational terms arising from analytic density advance. The numerical stability of simulations of gravitational modes may be greatly improved by Taylor expanding \( n \) in the gravity term of the velocity advance and using the analytic form of \( n \) to eliminate the advanced-time occurrences of \( n \) in that term (in the same manner as \( B \) is treated throughout the velocity advance). This procedure leads to the following terms:

\[ U_{U_{pO}}(U, n) \equiv - \langle n, U \rangle \left( \frac{g_k v}{R^2} \left( R^2 v, R \right) - \frac{1}{R^2} g_k v \langle v, R \rangle \right) + \nabla \cdot (R v g_k \langle n, U \rangle) - \left[ v g_k \langle n, U \rangle, R \right] \]
\[ U_{U_{pI}}(U, n) \equiv - \langle n \nabla^2 \nabla + \langle n, \nabla \nabla \rangle \rangle \left( \frac{g_k v}{R^2} \left( R^2 v, R \right) - \frac{1}{R^2} g_k v \langle v, R \rangle \right) + \nabla \cdot (R v g_k \langle n \nabla^2 \nabla + \langle n, \nabla \nabla \rangle \rangle) - \left[ v g_k \langle n \nabla^2 \nabla + \langle n, \nabla \nabla \rangle \rangle, R \right] \]
\[ X_{U_{pO}}(U, n) \equiv \langle U, n \rangle \left( \frac{g_k v}{R^2} \left( v, v \right) + \frac{1}{R^2} g_k v \langle v, v \rangle \right) - \left[ R v g_k \langle U, n \rangle, R \right] - \nabla \cdot \left[ \frac{1}{R^2} v g_k \langle n \nabla^2 \nabla + \langle n, \nabla \nabla \rangle \rangle \right] \]
\[ X_{U_{pI}}(U, n) \equiv - \langle n \nabla^2 \nabla + \langle n, \nabla \nabla \rangle \rangle \left( \frac{g_k v}{R^2} \left( v, v \right) + \frac{1}{R^2} g_k v \langle v, v \rangle \right) - \left[ R v g_k \langle n \nabla^2 \nabla + \langle n, \nabla \nabla \rangle \rangle, R \right] - \nabla \cdot \left[ \frac{1}{R^2} v g_k \langle n \nabla^2 \nabla + \langle n, \nabla \nabla \rangle \rangle \right] \]
C.2.4. Heat flux terms

These terms are obtained assuming a heat flux density of the form given by Eq. (15).

\begin{align}
P_{\kappa_x}(K_x, T) & \equiv -(\Gamma - 1)\kappa_x \nabla^2 T \\
P_{\kappa_y}(K_y, T, \psi, B^{-2}) & \equiv -(\Gamma - 1)\kappa_y \frac{1}{B} \left[ \psi, v \right] + \nabla \cdot \left[ (\Gamma - 1)v K_y b b \right] \cdot \nabla T \\
P_{\kappa_z}(K_z, T, I, B^{-2}) & \equiv (\Gamma - 1)\kappa_z \frac{1}{B} \left[ v, T \right] + \nabla \cdot \left[ (\Gamma - 1)v K_z b \times \nabla T \right]
\end{align}

where

\[ B^2 = \frac{1}{R^2} [\psi, \psi] + I^2. \]

C.2.5. Particle Source

The particle source term is:

\[ N_\sigma(\sigma) \equiv \nu \sigma. \]

The contributions to the momentum equation due to the particle source are:

\begin{align}
U_{\sigma U}(U, \sigma) & \equiv \frac{1}{R^2} \left\{ (R^2 v, U) \sigma + \nabla \cdot (\nu \sigma \nabla U) \right\} \\
U_{\sigma \chi}(\chi, \sigma) & \equiv -[R^2 v, \chi] \sigma + [\chi, R^2 \nu \sigma] \\
V_{\nu \sigma}(V, \sigma) & \equiv -v V \sigma \\
X_{\nu U}(U, \sigma) & \equiv [v, U] \sigma + [U, v \sigma] \\
X_{\nu \chi}(\chi, \sigma) & \equiv \langle v, \chi \rangle \sigma + \nabla \cdot (\nu \sigma \nabla \chi)
\end{align}

The contributions to the pressure equation do to the particle source are:

\begin{align}
P_\sigma & \equiv P_{\nu U} + P_{\nu \sigma} + P_{\nu \chi} + P_{\nu \sigma} \\
P_{\nu U}(U, U, \sigma) & \equiv \frac{1}{2R^2} v \sigma (U, U) \\
P_{\nu \sigma}(V, V, \sigma) & \equiv \frac{1}{2R^2} v \sigma V^2 \\
P_{\nu \chi}(\chi, \sigma) & \equiv \frac{1}{2} v \sigma (\chi, \chi) \\
P_{\nu \sigma}(U, \chi, \sigma) & \equiv v \sigma (\chi, U)
\end{align}

C.2.6. Viscosity

The viscous terms are each the sum of the isotropic, parallel, and gyroviscous contributions:

\[ A_{\text{inn}}(B) = A_{\text{inn}}(B) + A_{\text{inn}}(B) + A_{\text{inn}}(B) \]

where \( A \) and \( B \) are each one of \( \{ U, V, \chi \} \). Each contribution is described in the following sections.

C.2.6.1. Isotropic viscosity. These terms result from isotropic viscosity of the form given by Eq. (12).

\begin{align}
U_{\text{inn}}(U) & \equiv \frac{1}{R^2} \left\{ (\mu, R^2 v) + \mu \Delta (R^2 v) \right\} U + \nabla^2 \mu (R^2 v, U) + \Delta (R^2 v) (\mu, U) \\
U_{\text{inn}}(\chi) & \equiv -\nabla^2 (R^2 v) [\mu, \chi] + \Delta \mu (R^2 v, \chi) - \frac{1}{R^2} \Delta (R^2 \chi) [R^2 v, \mu] \\
V_{\text{inn}}(V) & \equiv [(v, \mu) + \frac{1}{R^2} \mu \Delta (R^2 v) v \\
X_{\text{inn}}(U) & \equiv \nabla^2 v [\mu, U] + \nabla^2 \mu [v, U] + \Delta (v, U) [v, \mu] \\
X_{\text{inn}}(\chi) & \equiv \nabla^2 v [\mu, \chi] + \nabla^2 \mu (v, \chi) + 2 \mu \nabla^2 v \nabla^2 \chi
\end{align}

C.2.6.2. Parallel viscosity. These terms are obtained assuming a parallel viscosity of the form given in Eq. (10). These equations were obtained using Eqs. (150)–(152). For compactness, derivatives are written as subscripts in the following expressions (i.e. \( v_x = \partial_x v \)).

Each term takes the form
\[ A_{\Pi_i}(B) \equiv \mu_i D_{\alpha} S_{\Phi} \]

where \( A \) and \( B \) are each one of \( \{U, V, \chi\} \).

\[
D_U = \frac{3}{B^2} \left\{ -\frac{1}{2} R^2 \left[ \psi, [\psi, \psi] \right] + \langle \psi, [V, \psi] \rangle - \frac{1}{R} \left[ \psi, \left[ \frac{1}{R} \psi \right] \right] - 2 \left[ \frac{1}{R} \psi \right] \right\}
\]

\[
D_V = -\frac{3}{B^2} \left[ \psi, \psi \right]
\]

\[
D_\chi = -\nabla^2 \chi \left( 1 - 3 \frac{\langle \psi, \psi \rangle}{R^2} \right) + \frac{3}{R^2 B^2} \left( \frac{1}{2} R^2 \left( \psi, \frac{\langle \psi, \psi \rangle}{R^2} \right) - \langle \psi, [V, \psi] \rangle + \frac{1}{R} \left[ \psi, \left[ \frac{1}{R} \psi \right] \right] \right)
\]

\[
S_{\psi} = \frac{1}{R^2 B^2} \left( -\frac{1}{2} R^2 \left[ \psi, [\psi, \psi] \right] + \langle \psi, [U, \psi] \rangle - \frac{1}{R} \left[ \psi, \left[ \frac{1}{R} \psi \right] \right] \right)
\]

\[
S_{\psi} = -\frac{1}{B^2} \left[ \psi, \psi \right]
\]

\[
S_\chi = \frac{1}{R^2 B^2} \left( \frac{1}{2} R^2 \left( \chi, \frac{\langle \psi, \psi \rangle}{R^2} \right) - \langle \chi, [\psi, \psi] \rangle + \frac{1}{R} \left[ \chi, \left[ \chi, \psi \right] \right] \right) - \frac{1}{3} \nabla^2 \chi
\]

2.6.3. Gyroviscosity. These terms are obtained using Eqs. (150)-(152) assuming a gyroviscosity of the form given by Eq. (11).

\[
U_{\text{un}i}(U) = \frac{p_i}{2R^2 B^2} \times \left\{ \left( 1 \pm \frac{\psi}{R} \right) \left( \begin{array}{c}
\left[R^2 \psi \right]_z - \left[R^2 \psi \right]_r \\
\left[\psi, \frac{\psi}{R^2} \right] + \frac{1}{R} \left[ \psi, \left[ \frac{1}{R} \psi \right] \right]
\end{array} \right) \right\}
\]

\[
U_{\text{vlin}}(V) = \frac{p_i}{B^2} \times \left\{ \left( \frac{1}{4\pi} \left( 1 - \frac{3}{R^2} \right) \left( \psi, \frac{R}{r} \left( \frac{\psi}{R^2} \right) \right) - \langle \psi, R \left[ \psi, \frac{R}{r} \right] \rangle + \frac{1}{R^2} \left[ \psi, R \left[ \frac{\psi}{R^2} \right] \right] \right) \right\}
\]

\[
U_{\text{zlin}}(Z) = \frac{p_i}{2R^2 B^2} \times \left\{ \left[ \chi_{zz} - \chi_{zz} \right] \left[ \psi, \frac{1}{R^2} \right] + 2 \chi_{zz} \left[ \psi, \frac{1}{R^2} \right] \right\}
\]

\[
V_{\text{un}i}(U) = -\frac{p_i}{4RB^2} \times \left\{ \left( 1 \pm \frac{R^2}{4\pi^2} \right) \left( \psi, R \left[ \psi \right] \right) - \langle \psi, R \left[ \psi \right] \rangle + \frac{1}{R^2} \left[ \psi, R \left[ \frac{\psi}{R^2} \right] \right] \right\}
\]
\[ V_{\text{vni}}(V) \equiv -\frac{p_i R_i^2}{B_i^2} \left( 1 - 3 \frac{\langle \psi, \psi \rangle}{R_i^2} \right) \left[ v_i \frac{V}{R_i^2} \right] V_{\text{vni}}(V) \]

\[ = -\frac{p_i}{B_i^2} \times \left\{ \frac{1}{R_i^2} \left[ \langle \psi, \psi \rangle \right] - \frac{1}{R_i^2} \left[ \langle \psi, \psi \rangle \right] \right\} \Phi_{\text{vni}}(U) \]

\[ = -\frac{p_i}{2R_i^2 B_i^2} \times \left\{ \frac{1}{R_i^2} \left[ \langle \psi, \psi \rangle \right] - \frac{1}{R_i^2} \left[ \langle \psi, \psi \rangle \right] \right\} \Phi_{\text{vni}}(V) \]

\[ = -\frac{p_i}{4B_i^2} \times \left\{ \frac{1}{R_i^2} \left[ \langle \psi, \psi \rangle \right] - \frac{1}{R_i^2} \left[ \langle \psi, \psi \rangle \right] \right\} \Phi_{\text{vni}}(X) \]

C.2.6.4. Viscous heating. The contributions from viscous heating \(-\langle \Pi : \nabla \mathbf{u} \rangle\) are

\[ P_{\text{ni}} = P_{\text{ni},uu} + P_{\text{ni},uv} + P_{\text{ni},zv} + P_{\text{ni},uz} \]

\[ P_{\text{ni},uu}(U, U) \equiv v\mu \left( \frac{1}{R_i^2} \nabla^2 U - \frac{1}{R_i^2} \left[ \frac{1}{U_i} \right] \right) \]

\[ P_{\text{ni},uv}(V, V) \equiv v\mu \left( \frac{1}{R_i^2} \nabla^2 V - \frac{1}{R_i^2} \left[ \frac{1}{V_i} \right] \right) \]

\[ P_{\text{ni},zv}(X, X) \equiv 2v(\mu_2 - \mu) \nabla^2 X - 2v\mu \langle \langle X, X \rangle \rangle \]

\[ P_{\text{ni},uz}(Y, Z) \equiv -4v\mu \left[ \left[ \frac{1}{Y_i} \right] - \left[ \frac{1}{Z_i} \right] \right] \]

\[ P_{\text{ni}} \equiv 3v\mu \left( \frac{1}{R_i} \mathbf{b} \cdot \mathbf{W} \cdot \mathbf{b} \right) \]

\[ P_{\text{ni}} \equiv 0 \]

where \( \frac{1}{2} \mathbf{b} \cdot \mathbf{W} \cdot \mathbf{b} = S_y + S_y + S_x \), as defined in Section C.2.6.2. Note that gyroviscosity is not dissipative, and does not contribute to viscous heating.

C.2.7. Electron viscosity

The contribution from electron viscous heating \((d_i \Pi_e : \nabla \mathbf{b})\) is

\[ P_{\text{ie}} \equiv v\mu \left[ \left[ \frac{1}{R_i} \nabla^2 \psi \right] + \frac{1}{R_i^2} \left( \psi^2 \right) \right] \]

\[ = -\frac{p_i}{B_i^2} \times \left[ \frac{1}{R_i^2} \left( \psi^2 \right) - \frac{1}{R_i^2} \left( \psi^2 \right) \right] \Phi_{\text{ie}}(U) \]

\[ = -\frac{p_i}{2R_i^2 B_i^2} \times \left[ \frac{1}{R_i^2} \left( \psi^2 \right) - \frac{1}{R_i^2} \left( \psi^2 \right) \right] \Phi_{\text{ie}}(V) \]

\[ = -\frac{p_i}{4B_i^2} \times \left[ \frac{1}{R_i^2} \left( \psi^2 \right) - \frac{1}{R_i^2} \left( \psi^2 \right) \right] \Phi_{\text{ie}}(X) \]
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