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M3D-C1 is an implicit, high-order finite element code for the solution of the time-depen-
dent nonlinear two-fluid magnetohydrodynamic equations [S.C. Jardin, J. Breslau, N. Ferr-
aro, A high-order implicit finite element method for integrating the two-fluid
magnetohydrodynamic equations in two dimensions, J. Comp. Phys. 226 (2) (2007)
2146–2174]. This code has now been extended to allow computations in toroidal geome-
try. Improvements to the spatial integration and time-stepping algorithms are discussed.
Steady-states of a resistive two-fluid model, self-consistently including flows, anisotropic
viscosity (including gyroviscosity) and heat flux, are calculated for diverted plasmas in
geometries typical of the National Spherical Torus Experiment (NSTX) [M. Ono et al., Explo-
ration of spherical torus physics in the NSTX device, Nucl. Fusion 40 (3Y) (2000) 557–561].
These states are found by time-integrating the dynamical equations until the steady-state
is reached, and are therefore stationary or statistically steady on both magnetohydrody-
namic and transport time-scales. Resistively driven cross-surface flows are found to be
in close agreement with Pfirsch-Schlüter theory. Poloidally varying toroidal flows are in
agreement with comparable calculations [A.Y. Aydemir, Shear flows at the tokamak edge
and their interaction with edge-localized modes, Phys. Plasmas 14]. New effects on core
toroidal rotation due to gyroviscosity and a local particle source are observed.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

It is known that static toroidal equilibria are unstable to rotation [4], and therefore flows will be present in the steady-
state. While the magnetostatic equilibrium of magnetically confined fusion plasmas are relatively insensitive to the flows,
the stability and transport properties of the plasma may be strongly affected by them [5–7]. Recently, it has been found that
strong flows at the plasma edge are stabilizing to resistive wall modes [8,9] and are correlated with the important L–H tran-
sition in tokamaks [10]. Also, it is thought that flow shear may significantly reduce transport due to turbulence by suppress-
ing eddy formation [11,12]. Therefore it is desirable to develop a method for obtaining steady-states with flow
self-consistently included. Here we focus on obtaining axisymmetric steady-states of a two-fluid plasma model with flow,
which may then be used as the basis for three-dimensional stability calculations.

One approach to the numerical calculation of self-consistent steady-states is to cast the stationary ideal magnetohydro-
dynamic (MHD) equations in terms of free functions of the poloidal flux. In the absence of flows this approach yields the
Grad–Shafranov (GS) equation, where the free functions are the pressure and I ¼ RBu, the major radius times the toroidal
component of the magnetic field. In the presence of flows, the Grad–Shafranov–Bernoulli equations are obtained, in which
case the free functions are more complicated combinations of physical variables, and are not necessarily continuous. Because
. All rights reserved.
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the equilibrium solutions to ideal MHD (with or without flow) are not uniquely determined by boundary conditions [13], the
solutions obtained by these methods requires specification of various free functions a priori (by using empirical profiles, for
example). Therefore it is more accurate to say that this method ‘‘reconstructs” rather than ‘‘predicts” the stationary states.
This approach has not been extended to include resistive or viscous effects, or sources, though efforts have been made to
include two-fluid effects [14,15]. The numerical codes CLIO [16], FINESSE [17], and FLOW [18] have been developed using
such a method to obtain the stationary equilibria of ideal MHD with flow. CLIO and FLOW have been used to reconstruct
such stationary states for JET and NSTX-geometry plasmas, respectively [16,19].

A more physically motivated method is to evolve numerically the dynamical equations from some initial condition until a
steady-state is reached. This method has several advantages over solving the time-independent equations directly for the
equilibrium. First, this method readily admits the inclusion of dissipative and other more complicated terms relatively easily
and generally without any algorithmic changes. Second, the same method may be used to observe and investigate the
dynamics of the plasma evolution and oscillations in the steady-state which, by definition, are precluded by the GS approach.
The main disadvantage of this method is the relatively large amount of processing time that must be spent to arrive at a
steady-state when multiple time-scales are present. With this method, the possibility also exists that no stationary stea-
dy-states are accessible from a given set of initial conditions; instead, the steady-state could resemble a limit cycle (as
has been found to be the case in three-dimensional nonlinear resistive MHD simulations [20]). This approach was taken
by Aydemir, who has recently obtained quasi-steady-states of a visco-resistive single-fluid model in low-b plasmas (where
b is the ratio of thermal pressure to magnetic pressure) using the numerical code CTD [21,3].

We employ this initial-value approach to obtain true steady-states of the two-fluid magnetohydrodynamic (MHD) equa-
tions, including resistivity, viscosity, gyroviscosity, and particle sources, at realistic values of b. The numerical code we de-
scribe here, M3D-C1, has been significantly extended from what has been described in previous publications [1,22], and is
now able to perform calculations in axisymmetric toroidal geometry. In order to obtain the steady-state efficiently, M3D-
C1 makes use of a semi-implicit split time step algorithm which is similar to that used in the nonlinear MHD code NIMROD
[23] and is numerically stable for values of the time step far in excess of the Courant condition. Spatial discretization is
accomplished by the use of triangular C1 finite elements [24] on a fully unstructured mesh. The use of C1 elements allows
the efficient implementation of a flux/potential scalar representation of the velocity and magnetic fields. This representation
has a number of advantages over coordinate component representation, including the automatic enforcement of r � B ¼ 0
and the ability to calculate incompressible modes accurately. Furthermore, physically meaningful, energy conserving subsets
of the fluid equations (such as reduced MHD) may be obtained simply from the full set of equations when written in the flux/
potential representation.

The two-fluid model currently implemented in M3D-C1 is described in Section 2. The time-stepping algorithm and spatial
discretization scheme are described in detail in Section 3.1, along with some comparisons with other similar methods. In
Section 4, calculated steady-states of the two-fluid model with magnetic geometry and b typical of an NSTX [2] discharge
are presented.

2. Model

The following dissipative two-fluid model is implemented in M3D-C1. Unless otherwise noted, all quantities hereafter are
normalized using the system of natural Alfvénic units described in Appendix A.
@n
@t
þr � ðnuÞ ¼ R ð1Þ
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¼ �r� E: ð5Þ
The fields being advanced are the density n (quasineutrality is assumed, so n ¼ ne ¼ ni), fluid velocity u, pressure p, electron
pressure pe, and the magnetic field B. Temperatures are defined by Te ¼ pe=n and Ti ¼ pi=n. The current density J and electric
field E are defined by
J ¼ r� B ð6Þ

Eþ u� B ¼ gJþ di

n
ðJ� B�rpe �r �PeÞ: ð7Þ
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Here di ¼ c=L0xpi (in cgs units) is the normalized collisionless ion skin depth, with the characteristic ion plasma frequency
xpi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pn0e2=mi

p
(also in cgs units). The adiabatic index is C, which is typically 5=3, but which may be used to enforce an

isothermal equation of state by letting C ¼ 1. The right side of the particle conservation equation takes the form
R ¼ rþr � ðDnrnÞ, where the particle source r is an arbitrary scalar field. The scalar Dn is an ‘‘anomalous” diffusion coef-
ficient, which both improves numerical stability and allows for the modeling of enhanced rates of particle transport due to
micro-turbulent effects not otherwise present in our model or resolved in our simulations. The collisional force considered
here is the frictional force,
R ¼ n
di

gJ; ð8Þ
where the resistivity g is implemented as an arbitrary scalar field. In the applications presented here, the resistivity is always
taken to have the Spitzer form
g ¼ g0=T3=2
e ; ð9Þ
with g0 left as an arbitrary constant.
The pressure tensor is taken to have the form P ¼ P� þP^ þPk, where the components Pk and P^ of the pressure

tensor P are respectively Braginskii’s form of the parallel ion viscosity and ion gyroviscosity [25]. P� is a generic iso-
tropic viscosity.
Pk ¼
lk
2
ðb �W � bÞðI� 3bbÞ ð10Þ

P^ ¼
dipi

4B
fb�W � ðIþ 3bbÞ þ ½b�W � ðIþ 3bbÞ�>g ð11Þ

P� ¼ �lðruþru>Þ � 2ðlc � lÞ I r � u: ð12Þ
Here b ¼ B=B;B ¼ jBj, and ru> is the transpose of ru. The rate-of-strain tensor is
W ¼ ruþru> � 2
3

I r � u: ð13Þ
The coefficients lk;l, and lc are implemented as arbitrary scalar fields. The choice of values for the general dissipative vis-
cosity coefficients l and lc is constrained by the positivity conditions l > 0 and lc > ð2=3Þl. The heat flux densities take the
form
qe ¼ �j�rTe � j^b�rTe � jkbb � rTe ð14Þ

q ¼ �j�rT � j^b�rT � jkbb � rT; ð15Þ
where j�;j^, and jk are implemented as arbitrary scalar fields.
The electron pressure tensor is taken to have essentially the form of electron viscosity, Pe ¼ knrJ, with k an arbitrary

scalar constant. This term improves numerical stability because its inclusion in Eq. (7) leads to a biharmonic operator on
the magnetic field in Eq. (5), and thus k may be called a ‘‘hyper-resistivity.” The physical effect of electron viscosity is very
small in the applications of interest here, and scale-lengths associated with this effect are generally below what is resolvable
by our spatial discretization. Therefore we use k only to force J to remain smooth on the spatial discretization scale dx, and
assume that the physically ‘‘correct” solution is obtained in the limit k ! 0 and dx ! 0.

The gravitational force takes the form
g ¼ � gR

R2rR� gZrZ: ð16Þ
This term is explicitly given this form rather than left general in order to improve the accuracy and stability of the semi-im-
plicit time step algorithm in cases in which gravitationally driven instabilities are present.

3. Numerical methods

3.1. Finite elements

Reduced quintic finite elements are used in M3D-C1. These elements are triangular, fifth-order bivariate polynomial ele-
ments, constrained to enforce continuity of values and first-derivatives across element boundaries (this is the C1 property).
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These finite elements have the advantage of having only three degrees of freedom per node per field asymptotically [24],
which leads to a highly compact matrix representation of the discretized equations.

The discretized equations are obtained by application of the Galerkin method. For example, the continuous equation
@r2U
@t

¼ r2ðlr2UÞ ð17Þ
is discretized into the system of equations obtained by representing U as a linear combination of the basis functions fmg,
Uðx; tÞ ¼
X

j

UjðtÞmjðxÞ; ð18Þ
and integrating over the computational domain to obtain
�
X

j

@Uj
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Z
dA rmi � rmj ¼

X
j

Uj

Z
dA lr2mir2mj; ð19Þ
after integrating by parts. Due to the C1 property of the reduced quintic elements, the second derivative of the finite element
representation of any field remains well-defined even at element boundaries, and so Eq. (19) may be computed directly.
Therefore, physical equations containing up to fourth derivatives may be computed directly using C1 elements. In contrast,
in the case of C0 elements, for which only the first derivative is well-defined at element boundaries, the calculation of this
equation would require the introduction of a new equation to define an auxiliary variable - ¼ r2U, e.g.,
X

j

-j

Z
dA mimj ¼ �

X
j

Uj

Z
dA rmi � rmj:

X
j

@Uj

@t

Z
dA rmi � rmj ¼

X
j

-j

Z
dA rmi � rðlmjÞ
For an implicit time step, these two equations would have to be solved simultaneously in a single matrix equation, thereby
doubling the rank of the matrix.

One possible disadvantage of C1 elements is that it is likely more difficult to obtain accurate solutions which contain
shocks or other discontinuities with these elements. This is because C1 elements are more prone to overshoot and to
problems associated therewith (e.g. preserving the positivity of particle density or temperature). In principle, these prob-
lems may be mitigated or overcome with aggressive mesh packing in the region of a discontinuity, at some added com-
putational expense. It has been shown that the stationary flows in tokamak geometry may be discontinuous in cases
with strongly driven flows (by neutral beams, for example) or very low edge temperatures (and hence low sound
speeds) [26,18]. However, these possible issues with C1 elements do not result in any difficulties for the cases considered
below, in which flows are everywhere both subsonic and sub-Alfvénic, and shocks are neither expected nor observed to
form.

3.1.1. Surface terms
In the preceding example, the surface terms arising from the integrations by parts have been dropped. In the simulations

presented here, which have rectangular boundaries aligned with the physical coordinates R and Z, these surface terms will
vanish identically when Dirichlet boundary conditions are applied. The reason for this is as follows. Consider the term
Z

dA r � ðmirUÞ ¼
X

j

Uj

I
d‘mi n̂ � rmj ð20Þ
where we have used Eq. (18) and Stokes’ theorem. Here n̂ is the outward normal vector to the domain boundary. This surface
integral can be decomposed into a sum of integrals over each element edge lying on the domain boundary. For any such edge,
where it is also true that the edge lies on a line of constant R or Z, only six of the basis functions mi are nonzero anywhere on
the edge. These nonzero basis functions are the only ones for which U, @tU, and @2

t U are nonzero on the vertices at the end-
points of the edge [24]. (Here t represents the direction tangent to the edge.) Thus, the surface terms are only nonzero in the
equations which determine U, @tU, or @2

t U on the boundary. It is precisely these equations which are overwritten when
Dirichlet boundary conditions are imposed. Therefore, when the boundaries are aligned with the global coordinates ðR; ZÞ,
and Dirichlet boundary conditions are imposed, the surface terms make no contribution. These conditions are satisfied in
all of the simulations considered below. We have verified that simulations with and without some of the surface terms in-
cluded yield identical results.

This justification for dropping surface terms only holds in the case where the simulation domain boundaries are rectan-
gular and are exactly aligned with the ðR; ZÞ coordinates. When this is not the case, basis functions other than the ones men-
tioned above may be nonzero on the boundary, and therefore equations which are not overwritten by boundary conditions
may also receive contributions from surface terms. Future versions of M3D-C1 will have all surface terms included so that
non-aligned and non-rectangular boundaries are treated correctly.



Fig. 1. The fractional error in the kinetic energy, as calculated by hjE� E0jit=hE0it , due to quadrature error (left) and spatial discretization truncation (right).
In the quadrature comparison, E0 is the kinetic energy time series calculated using the 79-point quadrature at various mesh resolutions ðdxÞ, and E is the
time series at the same resolutions using lower-order quadratures. In the truncation error plot, all results are calculated using the 79-point quadrature, with
E0 calculated at dx � 0:03L0, and E calculated at various coarser resolutions. The simulations were run for 500 Alfvén periods.
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3.1.2. Numerical integration
In M3D-C1, spatial integration is now carried out numerically, not analytically as in previous work [1,22]. Analytic inte-

gration, while computationally competitive when using a structured mesh in Cartesian geometry, is not feasible on an
unstructured mesh in toroidal geometry where the Jacobian of the transformation from each element’s local coordinates
to the global coordinate system is generally different for each element. The numerical integration is done using Gaussian
quadrature with weights and sampling points given by Dunavant [27]. Simulation results presented here have been obtained
using a 79-point quadrature. This quadrature is exact for polynomials of up to degree 25, and is therefore exact for discret-
ized nonlinear products of up to four fields when represented using the reduced quintic elements (the integrand being the
product of four fields and one basis function, each represented by a degree-five polynomial). The 25-point quadrature,
though not exact for highly nonlinear terms, is found to be highly accurate even for relatively coarse meshes. The fractional
mean differences between the kinetic energy time series obtained with the 79-point quadrature and those obtained with the
25-point and 12-point quadratures are shown in Fig. 1, for a typical NSTX simulation case. The numerical error introduced by
using lower-order quadratures as low as 12-points in this case is found to be smaller than that introduced by the finite ele-
ment discretization.

3.2. Linear semi-implicit time step

The velocity advance is obtained by taking the h-advanced time discretization of Eq. (2), dropping terms of order dt2, and
then using Eqs. (5) and (4) evaluated with the h-advanced u to eliminate the advanced-time instances of B and p [28,29]. (By
h-advanced is meant u! un þ hdt _un, for example, where superscripts index the discretized time coordinate.) This procedure
results in the following discretization:
Vunðunþ1;nmÞ � hdt½Vuunðunþ1;un;nmÞ þ Vuunðun;unþ1;nmÞ þ VuPðunþ1Þ þ Vurðunþ1Þ� � h2dt2Lðunþ1Þ
¼ Vunðun;nmÞ þ ð1� 2hÞdt Vuunðun;un;nmÞ þ ð1� hÞdt VuPðunÞ þ VurðunÞ½ �
þ dt VBBðBm;BmÞ þ VpðpmÞ þ VngðnmÞ

� �
� adt2LðunÞ: ð21Þ

Vunðu; nÞ ¼ nu
Vuunðu;u; nÞ ¼ �nu � ru
VuPðuÞ ¼ �r �PðuÞ
VurðuÞ ¼ �ru
VBBðB;BÞ ¼ ðr � BÞ � B
VpðpÞ ¼ �rp

VngðnÞ ¼ ng

ð22Þ
Here, L is the linear ideal MHD operator:
LðuÞ ¼ ½r �r� ðu� BÞ� � Bþ ðr� BÞ � ½r � ðu� BÞ� þ rðu � rpþ Cpr � uÞ � r � ðnuÞg: ð23Þ
Derivation of Eq. (21) as described above obtains a ¼ hðh� 1Þ. For the moment, however, we leave the value of a unspecified.
Also, we have allowed pressure, density, and magnetic field quantities to be specified at a different time index ðmÞ than the
velocity ðnÞ. Appropriate choices for m;n, and a are discussed in Section 3.2.1.
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Once the advanced-time velocity has been calculated, an implicit equation for the advanced-time density independent of
the advanced-time pressure and magnetic field can be solved. In this and subsequent equations, we introduce a new center-
ing parameter, /, that will be used only for the occurrences of u in these equations. Taking the h-advanced n and and the /-
advanced u in the density equation, dropping terms of order dt2, and discretizing, yields:
Nnðnmþ1Þ � hdt Nnuðnmþ1;unÞ þ NnDnðnmþ1Þ
� �

� /dt Nnuðnm;unþ1Þ
¼ NnðnmÞ þ ð1� h� /Þdt Nnuðnm;unÞ þ ð1� hÞdt NnDn ðnmÞ þ dt Nr ð24Þ

NnðnÞ ¼ n

Nnuðn;uÞ ¼ �r � ðnuÞ
Nr ¼ r
NnDnðnÞ ¼ r � ðDnrnÞ

ð25Þ
Similarly, the pressure advance is found by taking the h-advanced p and /-advanced u, and discretizing:
Ppðpmþ1Þ � hdt½Ppuðpmþ1;unÞ þ Ppjðpmþ1Þ� � /dt½Ppuðpm;unþ1Þ þ Puurðunþ1;unÞ þ Puurðun;unþ1Þ�
¼ PpðpmÞ þ ð1� h� /Þdt Ppuðpm;unÞ þ ð1� 2/Þdt Puurðun;unÞ þ ð1� hÞdt PpjðpmÞ
þ dt PpeBðpm

e ;B
mÞ þ PBBgðBm;BmÞ þ PBPe ðB

mÞ þ PuPðunÞ
� �

ð26Þ

PpðpÞ ¼ p

Ppuðp;uÞ ¼ �u � rp� Cpr � u

PpeBðpe;BÞ ¼ di
1
n
rpe þ Cper

1
n

� �
� r � B

PBBgðB;BÞ ¼ gðr � BÞ � ðr � BÞ

PBPeðBÞ ¼ ðC� 1ÞdiPe : r 1
n
r� B

� �

Ppjðp;nÞ ¼ ðC� 1Þr � j� þ j^b�þjkbb�
	 


r p
n

� �h i
Puurðu;uÞ ¼

1
2
ðC� 1Þru � u

PuPðuÞ ¼ �ðC� 1ÞP : ru

ð27Þ
Note that for this advance, B; pe, and n appear but are not evaluated at the h-advanced time. This allows the pressure to be ad-
vanced independently after the velocity advance, at the expense of some terms (electron convection, PpeB, and ohmic heating,
PBBg), not being treated implicitly. The viscous- and electron-viscous heating terms (PuP and PBPe ) are treated explicitly because
they contain spatial derivatives of higher than fourth order in the flux/potential representation (these terms are extremely
small when physically relevant parameters are used, so this explicit treatment does not adversely affect numerical stability).

The electron pressure and magnetic field advance equations are finally calculated together using the h-advanced B and pe

and the /-advanced u. In contrast to the total pressure equations, the electron pressure equation is not solved independently
in order to ensure that the kinetic Alfvén wave (arising from the rpe term in Eq. (7)) is treated implicitly.
Ppðpmþ1
e Þ � hdt Ppuðpmþ1

e ;unÞ þ Ppjðpmþ1
e Þ þ PBBgðBmþ1;BmÞ þ PBBgðBm;Bmþ1Þ þ PpeBðpmþ1

e ;BmÞ þ PpeBðpm
e ;B

mþ1Þ
h i

� /dtPpuðpm
e ;u

nþ1Þ ¼ Ppðpm
e Þ þ ð1� h� /Þdt Ppuðpm

e ;u
nÞ þ ð1� 2hÞdt PBBgðBm;BmÞ þ PpeBðpm

e ;B
mÞ

� �
þ ð1� hÞdt Ppjðpm

e Þ þ dt PBPe ðB
mÞ ð28Þ

BBðBmþ1Þ � hdt BBuðBmþ1;unÞ þ BBgðBmþ1Þ þ BBBðBmþ1;BmÞ þ BBBðBm;Bmþ1Þ þ Bpe
ðpmþ1

e Þ þ BBPe ðB
mþ1Þ

h i
� /dt BBuðBm;unþ1Þ ¼ BBðBmÞ þ ð1� h� /Þdt BBuðBm;unÞ
þ ð1� 2hÞdt BBBðBm;BmÞ þ ð1� hÞdt½BBgðBmÞ þ Bpe

ðpm
e Þ þ BBPe ðB

mÞ� ð29Þ

BBðBÞ ¼ B
BBuðB;uÞ ¼ r� u� Bð Þ
BBgðBÞ ¼ �r� ðgr� BÞ

BBBðB;BÞ ¼ �dir�
1
n
ðr � BÞ � B

� �

Bpe
ðpeÞ ¼ dir�

1
n
rpe

� �

BBPeðBÞ ¼ dir�
1
n
r �PeðBÞ

� �
ð30Þ
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3.2.1. Comparison of time step methods
We now return to the issue of appropriate choices for m;n;/, and a. One choice which leads to a meaningful algorithm is

m ¼ n;/ ¼ h, and a ¼ hðh� 1Þ, to which we will refer as the split h-implicit timestep. The further choice h ¼ 1
2 could be called

the split Crank–Nicholson timestep, and is accurate to second order in dt (see Appendix B).
Caramana has shown that the choice a ¼ h2 leads to a stable method with less numerical dissipation than with

a ¼ hðh� 1Þ [30,23]. Furthermore, this timestep is accurate to second order in dt for any stable value of h when / ¼ 1 and
m ¼ nþ 1

2 (i.e. leapfrog). We will refer to this method as the ‘‘Caramana method.” A significant advantage of this method
for our purposes is that stationary solutions of the Caramana discretization are much more accurate than those of the split
h-implicit discretization when dt is large. Heuristically, this can be seen by observing that the L terms cancel in the stationary
solution of Eq. (21) only when a ¼ h2, if LðuÞ–0 (which is true except in the static, ideal limit). A detailed analysis of the
stability, truncation error, and stationary solution accuracy of the Caramana method is presented in Appendix B.

Finally, an ‘‘unsplit” method may be constructed simply by taking Eqs. (24), (26), (28), and (29) together with a momentum
equation derived in the same way as the field equations (i.e. without the parabolization) into a single matrix equation. For the
unsplit advance, the choice m ¼ n and / ¼ h yields the unsplit h-implicit method, or the Crank–Nicholson method when
/ ¼ h ¼ 1

2. The unsplit method is significantly less efficient than the split methods, and is implemented primarily for diagnostic
purposes. It requires the solution of a single ill-conditioned rank 8N matrix equation, as opposed to the split methods, which
require the solution of two rank 3N and two rank N matrix equations, each of which are relatively well-conditioned [29].

Fig. 2 shows a comparison of the steady-state kinetic energy between the Caramana method, the split h-implicit method,
and the unsplit method. The unsplit method is found to be the most accurate, but the Caramana method gives relatively
accurate results at significantly lower computational cost (for a given value of dt).

3.2.2. Iteration of magnetic field advance
It is empirically found that, for low values of resistivity, when ohmic heating, strongly anisotropic thermal conductivity,

and flow are included, the split method described above may become unstable at unacceptably small values of dt. This lim-
itation has been overcome by implementing a predictor-corrector scheme in which after the time step is completed, the
transport coefficients (g in particular) are calculated, and then the magnetic field/pressure advance is re-calculated using
the new values of the transport coefficients. This iteration has no effect on the steady-state solution. A single iteration of this
type increases the computational cost of a time step by roughly 50%, but may improve the maximum stable time step by
several orders of magnitude. Fig. 3 shows that the iteration method raises the maximum value of dt=sA0 from Oð10�2Þ to
Oð1Þ, for a typical case (g0 ¼ 10�4). (see Fig. 4)

3.2.3. Scalar representation
Eqs. (21), (24), (26), (28), and (29) constitute the discretized equations to be solved each time advance. To solve these

equations, a coordinate system and scalar representation for B and u must be chosen. We use cylindrical coordinates
ðR;u; ZÞ (where u is the ignorable coordinate in the two-dimensional simulations presented here) and the flux/potential rep-
resentation of the magnetic and velocity fields,
Fig. 2.
Carama
B ¼ rw�ruþ Iru ð31Þ

u ¼ rU �ruþ Vruþrv: ð32Þ
(The scalar equations are also implemented in Cartesian coordinates (x; y; z), with u ! y in Eqs. (31) and (32); however,
only applications using cylindrical coordinates are discussed here.) This representation has several advantages. First, the
magnetic field is completely determined by the values of only two fields, w and I, and the condition r � B ¼ 0 is always ex-
actly satisfied. Second, the solenoidal, toroidal, and compressible parts of the velocity are naturally separated. Third, there
The stationary steady-state kinetic energy is plotted as a function of timestep dt for simulations run with different time-stepping methods: the
na method, the split h-implicit method, and the unsplit h-implicit method.



Fig. 3. The time evolution of the kinetic energy for various values of dt. In this case, the method without iterating the field-solve is stable for dt ¼ 0:01sA0,
but not for dt ¼ 0:1sA0. When the field-solve iteration is used, dt ¼ sA0 is stable.
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exist two subsets of the full system of equations which are easily recovered using this representation: one is the ‘‘two-field”
equations of reduced MHD which are recovered by evolving only w and U; the other is the ‘‘four-field” equations of Fitzpa-
trick [31] which are recovered by evolving only w;U; I, and V. It can be shown that each of these subsets is self-consistent and
conserves energy (excluding dissipative terms).

The main disadvantage of the flux/potential formulation is that it requires more spatial derivatives than would simply
breaking B and u into their spatial coordinate components. Use of C1 elements eliminates this concern, as almost no physical
term has more than four spatial derivatives using the flux/potential representation, and therefore no auxiliary variables need
be defined.1

Each equation must be broken into scalar components, and cast in the weak form necessary for computation using finite
elements. This is done by acting on the vector equations with various projection operators (see Appendix C). The end result of
this process is a set of equations which can be written in the following block-matrix form:
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The elements of these matrices are each linear operators defined in Appendix C. The two-field or four-field reduced MHD
equations may be obtained simply by taking the upper-left 1� 1 or 2� 2 sub-matrices of the S, D, R, and Q matrices above.

In the present work for simplicity we focus on the case where only the total pressure is evolved, and the ion and electron
pressures are held as fixed fractions of the total pressure. This is done by excluding Eq. (35) from the time-step, and replacing
the electron pressure equation with the total pressure equation in Eq. (36).

4. Axisymmetric steady-states

We have used M3D-C1 to calculate the axisymmetric steady-states of Eqs. (1)–(5) in a toroidal, NSTX-like configuration
using the following method. The initial conditions for the pressure and magnetic field are determined by calculating a static
viscous and electron-viscous heating terms do contain terms having more than four derivatives; however, these terms are generally small and may be
explicitly without affecting numerical stability.



Fig. 4. The normalized resistivity in the initial conditions (left) and in the final steady-state (right) is shown. In both cases, g ranges from roughly 0.1 at the
edge to .004 at the magnetic axis.
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ideal-MHD equilibrium subject to fields due to currents in external magnetic coils (outside the simulation domain) appro-
priate to NSTX. The precise method for obtaining this solution is described in detail in reference [24]. This initial condition
satisfies the GS equation, R2r � ðrw=R2Þ ¼ �R2pðwÞ � IðwÞI0ðwÞ, and is not, in general, a stationary solution of the two-fluid
equations. The initial density is taken to be a fractional power of the total pressure, n ¼ px, typically with x ¼ 0:3.

The system is then time-advanced according to the dynamical two-fluid equations. In order to counteract the resistive
dissipation of current, a loop voltage VL is applied by ramping up the value of the poloidal flux w on the boundary at a rate
_w ¼ VL=2p. The loop voltage is regulated by a PID controller to keep the toroidal current at a fixed value. This loop voltage
also serves to counteract the diffusion of thermal energy out of the domain by causing ohmic (Joule) heating; no other energy
source is included. The thermal conductivity is chosen so that the temperature attains a realistic value in steady-state. Par-
ticle loss due to diffusive flux out of the domain is counteracted by a localized particle source r near the magnetic axis, on
the high-field side (HFS) unless otherwise noted.

The simulation results presented here were done using a diverted magnetic configuration typical of NSTX. Resistivity was
taken to be defined by Eq. (9), with results here obtained with g0 in the range 10�4 � 10�6. The other transport parameters,
j�;jk;Dn;l, and lc , were taken to be constant and uniform. Unless otherwise specified, j� ¼ 200g0;j^ ¼ 0;jk=j� ¼
104;Dn ¼ 10�4;l ¼ 10�4, and lc ¼ 10�3. (j is scaled with resistivity in order to achieve temperature profiles roughly inde-
pendent of g0). For two-fluid simulations, the ion skin depth was a realistic value of di ¼ 5:1� 10�2. One-fluid simulations
were done by letting di ¼ 0. Since the gyroviscous force scales with di, it is not included in one-fluid simulations.

The system of equations considered here are a driven, nonlinear system, and may not have a unique stationary steady-
state, or any stationary state at all. However, for the cases presented below, which are carried out with relatively large values
of dissipation, the system is typically found to relax to a steady-state within 5-10 resistive periods (g�1). These states are
steady on all time-scales present in the model, including hydrodynamic, diffusive, and resistive scales. It is found that sim-
ulations obtain the same steady-state whether the initial conditions are an ideal MHD equilibrium (as described above), or a
resistive one-fluid equilibrium with flow (which itself may be obtained by M3D-C1 using a reduced model). This does not
prove that the steady-states found here are unique in a global sense, but it is evidence that the steady-states are not invariant
to continuous transformations of any quantity, as is the case in dissipationless models (i.e. there are no ‘‘free functions”
whose values are continuous functions of the initial conditions).

Some simulations using smaller values of resistivity (g0 K 10�5) and viscosity (lK 10�5) are found not to approach a sta-
tionary steady-state, but remain oscillatory on time-scales long compared to any individual dissipative time-scales in the
system. Even in these oscillatory cases, the magnitude of the persistent fluctuations is small relative to the main features
of the mean steady-state profiles. The following discussion focuses mainly on cases in which a stationary state is indeed
reached. The theory of the transition from stationary to non-stationary steady-states is not considered here.

In these simulations, between 3200 and 4382 reduced quintic elements were typically used. Some cases were tested for
spatial convergence using up to 12800 elements. In one such case, in which the steady-state is essentially stationary
ðg0 ¼ 10�5Þ, it is found that quadrupling the number of elements from 3200 to 12,800 (i.e. halving the linear scale of the ele-
ments) results in a 9% change in the total kinetic energy. Most of this change is due to flows at plasma-vacuum boundary,
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especially on the high-field side where the plasma-vacuum boundary comes very close to the simulation domain boundary,
which are evidently not fully resolved in the lower-resolution case. However, this difference is only quantitative in nature;
the qualitative flow patterns are unaffected.

4.1. Thermodynamic profiles

Eqs. (1), (2), (4), and (5) may be combined to yield the equation of energy conservation
Fig. 5.
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In a stationary steady-state and in the absence of external sources (i.e. gravity), the fluxes (terms within the divergence)
must balance. In Eq. (37), these terms respectively represent the pressure (thermal energy) convection, kinetic energy con-
vection, Poynting flux, ion and electron-viscous fluxes, and heat flux. Fig. 6 shows the result of operating on Eqs. (37) and (1),
term by term, with A�1 R

V dV , where V is the volume enclosed by each magnetic surface, and A is the area of that surface, for a
two-fluid steady-state with g0 ¼ 10�5. For the parameters investigated here, the energy balance within the last closed flux
surface (LCFS)—the magnetic surface farthest from the magnetic axis that does not intersect the domain boundary—is always
dominated by the balance between ohmic heating and perpendicular thermal diffusive losses.
g0

T3=2 J2 � r � ðj�rTÞ: ð38Þ
Therefore, by keeping j�=g0 the same for each simulation, the temperature profile is essentially the same in each, as can be
seen in Fig. 5. However, the pressure and density profiles differ somewhat among simulations with varying g0. Due to the
increased Pfirsch-Schlüter convective losses at higher resistivity (see Section 4.2), the core density (and hence pressure) is
higher in the low-resistivity cases. The safety factor at the magnetic axis is slightly lower in the low-resistivity cases, with
q0 � 0:9 in the g0 ¼ 10�4 case and q0 � 0:8 at g0 ¼ 10�6. (The safety factor is a property of magnetic surfaces, and is defined
as the number of toroidal transits made by a magnetic field line as it completes a single poloidal transit on the surface.) Two-
fluid terms and gyroviscosity are entirely negligible in the particle, radial momentum, and energy balances, and do not di-
rectly contribute to cross-field fluxes; therefore the thermodynamic and magnetic profiles are not sensitive to the inclusion
of these effects.

The radial electric field, shown in Fig. 7, is found to be negative (inward) throughout the plasma. This is due primarily to
the relatively large ion pressure gradient. In experiments with auxiliary methods of heating (other than ohmic heating) oper-
ating in H-mode, it is found that the radial electric field exhibits a dramatic drop at the edge concurrent with the formation of
sharp temperature and density gradients. The thermodynamic profiles in the simulation results presented here lack such
sharp gradients, and more closely resemble L-mode profiles characteristic of ohmic discharges.

4.2. Radial flows

It is well known that resistive diffusion in a toroidal magnetic configuration leads to parallel currents and cross-field con-
vective transport [32]. The radial flows responsible for this transport may be derived from the resistive Ohm’s law, assuming
ideal force balance and r � J ¼ 0, to be
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The surface-averaged steady-state temperature (left) and pressure (right) profiles as a function of normalized flux W. The magnetic axis is W ¼ 0, and
S is W ¼ 1.



Fig. 6. The surface-averaged energy balance (left) and particle balance (right) in the steady-state of a two-fluid simulation with g0 ¼ 10�5. Positive values
indicate outward flux. Smaller terms in the energy balance such as electron pressure convection, kinetic energy convection, and viscous fluxes are
suppressed. The Poynting flux is VLIp , where VL is the loop voltage and Ip is the plasma current, and represents the energy transferred to the plasma by
ohmic heating.

Fig. 7. The surface-averaged radial electric field in the steady-state with g0 ¼ 10�4 (left) and g0 ¼ 10�5 (right), as calculated from Eq. (7). The quantity
di r̂ � ðJ� B�rpeÞ=n is equivalent to di r̂ � rpi=n up to small inertial and viscous effects. Here r̂ ¼ �rw=jwj is the outward minor-radial direction.
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Here, hai ¼
H
ðadl=jBpjÞ=

H
ðdl=jBpjÞ is the magnetic surface average, where jBpj ¼ jB� BuRruj is the poloidal field strength,

Bu ¼ RB � ru is the toroidal field strength, and dl is a differential arc-length tangent to the poloidal field. In Fig. 8, the left
and right sides of Eq. (39), as calculated from several computed stead-states, are compared. For the cases which reach a sta-
tionary steady-state, Eq. (39) is found to be well satisfied, with some discrepancy near the LCFS where stronger poloidal vari-
ations in pressure begin to occur. The g0 ¼ 10�6 case remains oscillatory in the core in the two-fluid model, and there is some
deviation from Eq. (39) in that case.

4.3. Toroidal flows

It was previously found in simulations using a resistive one-fluid model [3] that the toroidal flows in the resistive scrape-
off layer (SOL)—the region immediately outside the LCFS—are dominantly up-down antisymmetric. Furthermore, these flows
were found to be quite strong—of order 100 km/s—when the Lundquist number of the SOL is of order 10. We find results
similar in both character and magnitude in cases where the SOL Lundquist number is comparable; however, the situation
changes at lower resistivities.

The steady-state toroidal flow patterns in a series of our simulations are shown in Fig. 9. The dominant feature of the
high-resistivity cases is the nearly up-down antisymmetric edge flow. As resistivity is uniformly decreased, the strength
of this edge flow decreases, and is dominated by an up-down symmetric toroidal flow in the core when g0 ¼ 10�6. (Though
there exist small oscillations in this particular steady-state, this toroidal rotation feature is persistent and essentially station-
ary.) This toroidal flow is due to a combination of gyroviscosity and the particle source. Specifically, the region of increased
density at the position of the particle source leads to divergent flows away from the source, primarily aligned with the mag-
netic field. There is a vertical gradient in the toroidal component of this field-aligned flow, which leads to a toroidal gyro-
viscous force. This process is described in more detail in Ref. [33]. By relocating the particle source from the HFS to the
LFS, the direction of this toroidal rotation is reversed. This effect becomes more evident at lower resistivity, when the resis-
tively driven flows are smaller.



Fig. 8. The surface-averaged value of ur ¼ �u � rw=jrwj is plotted versus normalized flux (W ¼ 0 at the magnetic axis, W ¼ 1 at the LCFS), for various values
of g0. Left: one-fluid simulations; right: two-fluid simulations (including gyroviscosity). Symbols indicate actual velocity values from the simulations, and
lines represent the expected values according to Eq. (39). The minimum in each line represents the point at which the sign of huri changes from inward
(toward the magnetic axis) to outward (toward the LCFS).
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Another significant and unexpected effect of gyroviscosity is a highly regular oscillation which is found to occur in high-
resistivity cases (g0 J 10�4). This oscillation is damped by isotropic viscosity, and may persist for long periods when the
isotropic viscosity is relatively small (see Fig. 10). The amplitude appears to be independent of the initial conditions, which
suggests that the oscillation is nonlinear in nature. The frequency and amplitude of this oscillation are independent of the
numerical parameters dt and dx; furthermore, the ‘‘eigenfunction” of the oscillation (approximated by taking the difference
of the scalar fields at the peak and trough of the oscillation) does not exhibit any sharp features, nor is it localized near the
boundaries of the simulation domain. Though we are confident that these oscillations arise from the dynamical equations of
our model and are not numerical in nature, neither it is clear that they are physical, as they may be affected by corrections to
the gyroviscosity not present in the Braginskii form [34].

Neither the core toroidal rotation nor the steady oscillation phenomenon are present in the absence of gyroviscosity, in
which case the toroidal flow in the core is found to be very weak and essentially up-down antisymmetric throughout (i.e. no
net toroidal flow in the core). A detailed analysis of toroidal flows in the presence of gyroviscosity and local particle sources
will be presented in a future publication.

For the simulation parameters in this study, isotropic viscosity plays an important role in the magnitude of the toroidal
flows and the character of the steady-state. An analysis of simulation results shows that the dominant terms in the local
toroidal angular momentum balance changes as viscosity is decreased. For the g0 ¼ 10�4 cases without gyroviscosity or par-
allel viscosity, the balance is between the J� B torque and the viscosity when lJ 10�4; when lK 10�4, the balance is dom-
inantly between the J� B torque and convection. In the higher-viscosity cases, the stationary steady-states are obtained,
whereas in lower-viscosity cases the kinetic energy exhibits small, persistent fluctuations in the steady-state.

4.4. Poloidal rotation

Vector plots of the poloidal velocity for various resistivities are shown in Fig. 11. In the high resistivity ðg0 ¼ 104Þ case,
these flows are dominated by the Pfirsch-Schlüter flows across the magnetic surfaces from the HFS to the LFS, with strong
Fig. 9. Plots of the toroidal velocity for (from left to right) g0 ¼ 10�4;10�5, and 10�6.



Fig. 10. Left: The total kinetic energy versus time for the two-fluid model, including gyroviscosity, for various values of isotropic viscosity l. Right: the total
kinetic energy for various models—one-fluid (without gyroviscosity), two-fluid without gyroviscosity, and two-fluid with gyroviscosity—at l ¼ 2� 10�5.
These results are all from simulations having g0 ¼ 10�4.
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vertical return flows along the center stack toward the horizontal mid-plane. These observations are in agreement with both
the observations that fuel injection is significantly more efficient from the HFS than from the LFS, and that the injection from
the HFS corners is as efficient as injection from the HFS mid-plane [35]. As resistivity is decreased, this convection pattern is
no longer permitted since the cross-surface flows are proportional to the resistivity; the poloidal flows are instead domi-
nated by a poloidal rotation in the electron diamagnetic drift direction.

When gyroviscosity is included, a new rotation near the magnetic axis becomes apparent. This is due to the toroidal gyro-
viscous torque described in the previous section driving a parallel flow. The simulations shown in Fig. 11 are such that the
toroidal gyroviscous force is in the negative û direction. Since Bu < 0 and Ju > 0 in this case, the poloidal component of this
flow is in the ion diamagnetic direction. In the case where the particle source is moved to the LFS, for example, this poloidal
rotation would be in the electron diamagnetic direction, thereby enhancing the ambient poloidal flow. These results are ob-
tained in the absence of parallel viscosity, which has the effect of strongly damping poloidal rotation (though not the toroidal
flows), as described below.

4.4.1. Parallel viscosity
The collisional parallel viscous stress represents the deviation of the pressure from pure isotropy, under the assumption

that this deviation is small compared to p. In a low-collisionality plasma ðmi � xciÞ, the parallel viscosity is formally the larg-
est component of the viscous stress tensor P. Parallel viscosity contains the physical effect of magnetic pumping, the main
effect of which in tokamak geometries is to damp out poloidal rotation of the plasma [36].

It can be shown that this poloidal damping in an axisymmetric toroidal system is a consequence of the minimization of
the entropy production of the parallel viscosity, which is proportional to ðb �W � bÞ2, together with constraints on velocity
profile imposed by Ohm’s law [33].
Fig. 11. Plots of the poloidal velocity for (from left to right) g0 ¼ 10�4;10�5, and 10�6. In these cases, the parallel viscosity has been neglected. The core
rotation is due to the toroidal gyroviscous force arising from a localized particle source driving parallel flows (see text).



Fig. 12. Left: The time series of ðb �W � bÞ2 for a test of the linear damping of flows in NSTX geometry by parallel viscosity (see text), for various mesh
resolutions. One case without parallel viscosity is shown; the others have lk ¼ 103. Right: the corresponding time series of the kinetic energy.
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There does not appear to be a standard method or test case for verifying the implementation of parallel viscosity, which is
somewhat more complicated than parallel thermal conductivity. One effect that should be apparent in the presence of strong
parallel viscosity is that the quantity ðb �W � bÞ2 should be minimized. To test this in controlled circumstances, we have run
linear simulations, initialized in the same NSTX-like GS equilibrium as our other simulations, but given a very small initial
poloidal rotation ð	 10�10vA0Þ. The system is then evolved keeping density, pressure, and the magnetic field constant (i.e.
only the momentum equation is evolved). The results of this test are shown in Fig. 12. It is found that ðb �W � bÞ2 rapidly
drops several orders of magnitude when parallel viscosity is included. The kinetic energy (which is due at all times almost
entirely to poloidal flows) is found not to damp significantly; this is because the toroidal angular velocity is not constrained
to remain constant within magnetic surfaces in the absence of Ohm’s law in this test case. This demonstrates that our imple-
mentation of the parallel viscosity damps ðb �W � bÞ2, as it should, but not simply by damping the kinetic energy.

The effect of parallel viscosity in a nonlinear NSTX-geometry simulation using the full two-fluid model is shown in Fig. 13,
in which the steady-state poloidal flow from cases with and without parallel viscosity is plotted. It can be seen that the inclu-
sion of strong parallel viscosity has the effect of essentially eliminating the poloidal rotation, resulting in a more closely up-
down symmetric flow. The dominant features of the toroidal velocity, including the toroidal flow driven by gyroviscosity in
the presence of a particle source, are found to remain essentially unchanged by parallel viscosity.
5. Discussion and conclusions

We have developed and demonstrated a method for obtaining time-dependent solutions of a physically comprehen-
sive, nonlinear, two-fluid plasma model, subject to initial and boundary conditions, in axisymmetric toroidal geometry.
Using M3D-C1, steady-states of this model have been obtained for NSTX-geometry plasmas by time-integration of the
dynamical, driven system. Some of these states are found to be essentially stationary on all time-scales, and others
Fig. 13. The poloidal projection of the velocity with lk ¼ 0 (left) and lk ¼ 10 (right), in the case where g0 ¼ 10�6.



7756 N.M. Ferraro, S.C. Jardin / Journal of Computational Physics 228 (2009) 7742–7770
are found to be oscillatory, with more-dissipative cases tending to yield more stationary steady-states. These solutions
go beyond previous calculations in several ways. First, dissipative effects such as viscosity and resistivity are included,
which are not present in most other numerical methods for obtaining such steady-states. These results also go beyond
those obtained using other methods which do include dissipative effects, because here the numerical methods allow
time-integration to be carried sufficiently far to ensure a steady-state on all physical time-scales present in the problem.
Second, these simulations include realistic current drive, heating, and particle injection mechanisms, and may therefore
reach a realistic steady-state in the presence of dissipation. Third, the model used here includes both parallel viscosity
and gyroviscosity, which have significant influence on the steady-state flows, and which have not been included in any
other study of this type. Finally, two-fluid effects are also included here, which appear not to have been present in any
comparable published work.

In these solutions, a number of interesting results have been found, some of which have not previously been observed
or predicted. The radial flows have been found to be in excellent agreement with the Pfirsch-Schlüter theory, as they
should be. The steady-state poloidal and toroidal components of the flow, which are free functions in the non-dissipative
case, are more difficult to obtain analytically, especially in general geometry, and therefore simulations such as the ones
described in this work are particularly useful in this regard. The radial electric field, which determines the toroidal rota-
tion, is naturally similarly difficult to calculate analytically, but may be easily extracted from simulation results. It is
found that strong, up-down asymmetric toroidal edge flows may exist in highly resistive SOLs, in accordance with pre-
vious simulation results [3]. Parallel viscosity has been demonstrated to damp poloidal flows significantly, as previously
anticipated [36]. The radial electric field has been found to be due mainly to the ion pressure gradient, with the poloidal
electric and ion diamagnetic drifts therefore nearly equal and opposite, even in the absence of parallel viscosity. In the
cases presented here, the surface-averaged toroidal angular momentum balance is between isotropic viscosity, gyrovis-
cosity, and inertia (these are essentially the only torques which can contribute to the flux-averaged torque) with the
dominant balance determined by the choice of parameters. The dynamical system has been found not to attain a sta-
tionary state when the torque due to isotropic viscosity is significantly smaller than either of the other two (non-dissi-
pative) terms.

In particular, gyroviscosity is found to play an important role in the steady-state flows, driving toroidal flows in the pres-
ence of a localized particle source. A theoretical basis for this core rotation, based on the gyroviscous cancellation effect, has
been presented elsewhere [33], and will be the subject of a future publication. Because the Braginskii form of gyroviscosity is
valid in all collisionality regimes, this result is expected to persist under actual experimental parameters. This suggests the
possibility of driving toroidal flows in fusion plasmas by pellet injection.
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Appendix A. Normalizations

The system of units used for all quantities in this paper (unless otherwise noted) is derived from a characteristic length,
density, and magnetic field. The units for various dimensional quantities are listed in the following table, along with the con-
version to SI units when the characteristic quantities are given values appropriate to NSTX.
Physical quantity
 Normalization
 NSTX values
Length
 x
 L0
 1 m

Density
 n
 n0
 2� 1019 m�3
Magnetic field
 B
 B0 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffip
 0.3 T

Velocity
 u
 vA0 ¼ B0= 4pmin0
 1:5� 106 m=s

Time
 t
 sA0 ¼ L0=vA0
 0:68 ls

Pressure
 p;P
 B2

0=4p
 0.7 atm
Temperature
 T
 B2
0=4pn0
 22 keV
Energy
 E
 B2
0 L3

0=4p
 72 kJ
Electric field
 E
 vA0B0=c
 450 kV/m

Current density
 J
 B0 c=4pL0
 240 kA=m2
Current
 I
 B0 cL0=4p
 240 kA

Resistivity
 g
 4psA0ðvA0=cÞ2
 1:9 Xm
Diffusivity
 Dn
 L2
0=sA0
 1:5� 106 m2=s
Viscosity
 l
 B2
0sA0=4p
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Appendix A (continued)
Physical quantity
 Normalization
 NSTX values
Thermal conductivity
 j
 n0 L2
0=sA0
The expressions for the collisional (Braginskii) forms of various transport coefficients are given (in normalized units) in
the following table. These expressions are for reference only, and yield neither the values used in simulations here, nor the
values observed experimentally.
Transport coefficient
 Normalized expression
g
 d2
i ðme=miÞ=se
lðiÞ?
 3
10 d2

i pi=si
lðiÞk
 0:96pisi
jðiÞ?
 2d2
i pi=si
jðiÞ^
 � 5
2 dipi
jðeÞk
 3:2pese=ðme=miÞ
where
se ¼ si

ffiffiffiffiffiffiffiffiffi
me

2mi

r
Te

Ti

� �3=2

: ð40Þ
Appendix B. Analysis of temporal discretizations

B.1. Stability

Consider the hyperbolic system of equations
@u
@t
¼ c

@f
@x

ð41Þ

@f
@t
¼ c

@u
@x
: ð42Þ
Discretization of this system according to the method outlined in Section 3.2 yields
ð1� h2dt2LÞunþ1 ¼ ð1� adt2LÞun þ cdt
@f
@x

m

ð43Þ

f mþ1 ¼ f m þ c/dt
@u
@x

nþ1

þ c ð1� /Þdt
@u
@x

n

ð44Þ
where L ¼ c2@2
x . Letting f mþ1 ¼ rf m and unþ1 ¼ run, the amplification factor r must satisfy
ð1þ h2DÞðr � 1Þ2 þ Dðh2 þ /� aÞðr � 1Þ þ D ¼ 0 ð45Þ
where D ¼ dt2c2k2, assuming @x ¼ ik. Eq. (45) has solutions
r ¼
1þ 1

2 Dðh2 � /þ aÞ 
 i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dþ ½h2 � 1

4 ðh
2 þ /� aÞ2�D2

q
1þ h2D

ð46Þ
for which
jrj2 ¼ 1þ ð1þ a� hÞD
1þ h2D

ð47Þ
when the quantity within the square-root of Eq. (46) is nonnegative. For the Caramana method, for which / ¼ 1 and a ¼ h2,
this means that jrj2 ¼ 1 for any D, as long as h P 1

2. Thus this method is linearly stable and non-dissipative in this case when
h P 1=2.

For the split h-implicit method, for which / ¼ h and a ¼ hðh� 1Þ, the amplification factor is
jrj2 ¼ 1þ ½ð1� 2hÞD=ð1þ h2DÞ�, which is less than or equal to 1 (and hence stable) when h P 1

2. (The quantity within the
square-root of Eq. (46) is exactly D for this method, which is assumed to be positive.) Note that since jrj2 < 1 when h > 1

2
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the split h-implicit method introduces numerical dissipation in this case; this is not true for the Caramana method, for any
value of h.

B.2. Temporal truncation error

The temporal truncation error of these discretizations may be determined by standard methods. First we consider the
Caramana discretization, for which m ¼ nþ 1

2 ;/ ¼ 1, and a ¼ h2. Taylor expanding Eq. (43) about timestep n yields
ð1� h2dt2LÞ uþ dt@tuþ
1
2

dt2@2
t uþ 1

6
dt3@3

t uþOðdt4Þ
� �

¼ ð1� h2dt2LÞuþ dt c@x f þ dt
2

� �
@t f þ

1
2

dt
2

� �2

@2
t f þ 1

6
dt
2

� �3

@3
t f þOðdt4Þ

" #
: ð48Þ
Dividing by dt and using Eqs. (41) and (42) to eliminate f (except for the Oðdt0Þ occurrence) yields
@tu ¼ c@xf þ h2 � 1
24

� �
dt2@3

t uþOðdt3Þ: ð49Þ
Similarly, Eq. (44) becomes
@tf ¼ c@xu� 1
24

dt2@3
t f þOðdt3Þ: ð50Þ
(This can be seen immediately by noting that Eq. (44) has the same form as Eq. (43) with h ¼ 0.) Therefore the Caramana time
discretization is second-order accurate for any stable value of h.

An identical analysis of the split h-implicit method yields
@tu ¼ c@xf þ h� 1
2

� �
dt@2

t uþ h2 � 1
6

� �
dt2@3

t uþOðdt3Þ
@tf ¼ c@xuþ h� 1
2

� �
dt@2

t f þ 1
2

h� 1
3

� �
dt2@3

t f þOðdt3Þ:
Thus the split h-implicit method is second-order accurate only for h ¼ 1
2.

B.3. Accuracy of stationary solutions

While the short-timescale dynamics of the magnetohydrodynamic system considered in the main text are dominantly
hyperbolic in character, the parabolic terms will necessarily play an important role in the stationary solutions of the system,
and must be included in any assessment of the accuracy of the stationary solutions to the discretized equations. Therefore,
we consider a more general set of equations which include dissipation:
@u
@t
¼ c

@f
@x
þ l @

2u
@x2 ð51Þ

@f
@t
¼ c

@u
@x
þ g

@2f
@x2 : ð52Þ
The general stationary solution to these continuous equations is
usðxÞ ¼ u0 þ ½A coshðkxÞ þ B sinhðkxÞ� ð53Þ

fsðxÞ ¼ f0 �
c

kg
½B coshðkxÞ þ A sinhðkxÞ� ð54Þ
where k ¼ c=
ffiffiffiffiffiffiffiglp

and A; B;u0, and f0 are arbitrary constants of integration. The Caramana discretization of Eqs. (51) and (52)
is
ð1� h2dt2L � hldtÞunþ1 ¼ ð1� h2dt2L � hldtÞun þ ldt
@2u
@x2

n

þ cdt
@f
@x

nþ1
2

ð55Þ

ð1� hgdtÞf nþ3
2 ¼ ð1� hgdtÞf nþ1

2 þ gdt
@2f
@x2

nþ1
2

þ cdt
@u
@x

nþ1

: ð56Þ
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It is found that letting unþ1 ¼ un ¼ usðxÞ and f nþ3
2 ¼ f nþ1

2 ¼ fsðxÞ satisfies Eqs. (55) and (56) exactly, and therefore the Caramana
discrete-time equations admit the same stationary solutions and the continuous-time equations, regardless of the choice of
h.

In contrast, the split h-implicit discretization is
ð1� h2dt2L � hldtÞunþ1 ¼ ð1� hðh� 1Þdt2L � hldtÞun þ ldt
@2u
@x2

n

þ cdt
@f
@x

nþ1
2

ð57Þ

ð1� hgdtÞf nþ1 ¼ ð1� hgdtÞf n þ gdt
@2f
@x2

n

þ cdt
@u
@x

nþ1

: ð58Þ
While Eq. (58) is satisfied exactly by f nþ1 ¼ f n ¼ fsðxÞ and unþ1 ¼ un ¼ usðxÞ, Eq. (57) is not. It is found that the general solution
to Eqs. (57) and (58) is obtained by replacing k with j ¼ c=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
glþ gc2hdt

p
everywhere in Eqs. (53) and (54). Note that jjj < jkj,

which is consistent with the observation that the term dropped in the Caramana method is responsible for an artificial
numerical diffusion [30]. Thus there is an OðdtÞ error in the stationary solution to the h-implicit split discretization. This
OðdtÞ error in the stationary solution persists even in the case where h ¼ 1=2, in which case the dynamical error of the split
h-implicit discretization is Oðdt2Þ. The results presented in Fig. 2 are in agreement with the analysis of this section.

Appendix C. Scalar form of equations implemented in M3D-C1

In this section, the scalar forms of the physical equations, Eqs. (1)–(5) are presented. The scalar forms of the time-advance
equations derived in Section 3.2.

Before proceeding, the following definitions are made to simplify notation:
D�a ¼ R2r � ra

R2

� �
ha; bi ¼ ra � rb
½a; b� ¼ ru � ra�rb

hha; bii ¼ rra : rrb

½ha; bi� ¼ ru � rra�: rrb

½½a; b�� ¼ ru � rra�� rrb � ru:
For compactness, derivatives are written as subscripts in the following expressions (i.e. mZ ¼ @Zm).
Writing the magnetic field and velocity in the flux/potential form of Eqs. (31) and (32), (1) and (4) may be written:
_n ¼ �½n;U� � hn;vi � nr2vþ rþr � ðDnrnÞ; ð59Þ

_p ¼ �½p;U� � hp;vi � Cpr2v� di

n
½I;pe� � diCpe I;

1
n

� �
þ ðC� 1Þ diR �

J
n
þ diPe : r J

n
�r � q

� �
: ð60Þ
Acting on Eq. (2) with the operators �ru � r�;R2ru�, and r� yields:
nD� _U þ hn; _Ui � R2 n; _v½ � ¼ R2 D�w

R2 ;w

� �
þ I2

R2

 !
Z

� R2 n
D�U

R2 ;U
� �

� R2

2
U;Uh i
R2 ;n

� �
�

nV2
� �

Z

R2 � hnD�U;vi � nD�UD�v

� R2½n; ½U;v�� � 1
2

R2½hv;vi;n� � rD�U � hr;Ui þ R2½r;v� � R2ru � r � ðng�r �PÞ ð61Þ

n _V ¼ ½I;w� � n½V ;U� � nhV ;vi � rV þ R2ru � ðng�r �PÞ ð62Þ

nr2 _vþ hn; _vi þ ½n; _U� ¼ �r2p� 1
R2 ½ðD

�wÞ2 þ hD�w;wi� � 1
2R2 D�ðI2Þ þ 1

R2 ½nðD
�UÞ2 þ hnD�U;Ui�

� 1
2

nr2 hU;Ui
R2

� �
þ hn; hU;Ui

R2 i
� �

þ 1
R

nV2

R2

 !
R

� nr2½v;U� � ½nD�U;v� þ hn; ½U;v�i

� 1
2
ðnr2hv;vi þ hn; hv;viiÞ � ½r;U� � rr2v� hr;vi þ r � ðng�r �PÞ ð63Þ
The scalar equation for the time-evolution of the magnetic flux and toroidal field may be found by operating on Eqs. (7) and
(5) with R2ru�, respectively:
_w ¼ �½w;U� � hw;vi þ di

n
½w; I� � di

n
R2ru � ðR �r �PeÞ ð64Þ
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_I ¼ �R2 I

R2 ;U
� �

� R2 w;
V

R2

� �
� ID�v� hI;vi þ R2di

D�w

R2n
;w

� �
þ 1

2
1

R2n
; I2

� �
þ 1

n
;pe

� �� �
� R2ru � r � di

n
ðR �r �PeÞ

� �
;

ð65Þ
The scalar form ofr �P is not expanded here, as it contains derivative of greater than second order and is therefore not use-
ful in this form. The scalar form of this term after integration by parts is written in the following section.

C.1. Weak form

Eqs. (59)–(65) may now be Taylor expanded and discretized in the exactly the same manner as Eqs. (1)–(5) were in Sec-
tion 3.2. These scalar equations may then be integrated to yield the weak equations appropriate for computation with finite
elements. The final result of this process is the set of matrix Eqs. (33)–(36). The operators comprising the elements of the
matrices in those equations are defined below.

C.1.1. Vorticity equation
SUUUx ¼ UUnðUx;nÞ � hdt UUUnðUx;U; nÞ þ UUUnðU;Ux;nÞ þ UUvnðUx;v;nÞ þ UUPðUxÞ þ UUrðUxÞ
� �

� h2dt2 UUwwðUx;w;wÞ þ UUIIðUx; I; IÞ þ UUngðUx;nÞ
� �

ð66Þ

SUV Vx ¼ �hdt lUVVnðVx;V ; nÞ þ UVVnðV ;Vx;nÞ þ UVPðVxÞ½ � � h2dt2½UVwIðVx;w; IÞ� ð67Þ

SUvvx ¼ Uvnðvx; nÞ � hdt Uvvnðvx;v; nÞ þ Uvvnðv;vx;nÞ þ UUvnðU;vx;nÞ þ UvPðvxÞ þ VvrðvxÞ
� �

� h2dt2 Uvwwðvx;w;wÞ þ UvIIðvx; I; IÞ þ Uvngðvx; nÞ
� �

ð68Þ

DUUUx ¼ UUnðUx;nÞ þ ð1� hÞdt½UUPðUxÞ þ UUrðUxÞ� þ 1
2
� h

� �
dt UUUnðUx;U; nÞ þ UUUnðU;Ux;nÞ þ UUvnðUx;v;nÞ
� �

þ 1
2

dt UUUnðUx;U0; nÞ þ UUUnðU0;Ux; nÞ þ UUvnðUx;v0;nÞ
h i

� h2dt2 UUwwðUx;w;wÞ þ UUIIðUx; I; IÞ þ UUgðUxÞ
� �

ð69Þ

DUV Vx ¼ ð1� hÞdt½UVPðVxÞ� þ 1
2
� h

� �
dt½UVVnðVx;V ;nÞ þ UVVnðV ;Vx;nÞ� þ 1

2
dt½UVVnðVx;V0;nÞ þ UVVnðV0;Vx;nÞ�

� h2dt2½UVwIðVx;w; IÞ� ð70Þ

DUvvx ¼ Uvnðvx;nÞ þ ð1� hÞdt½UvPðvxÞ þ UvrðvxÞ� þ 1
2
� h

� �
dt Uvvnðvx;v; nÞ þ Uvvnðv;vx; nÞ þ UUvnðU;vx;nÞ
� �

þ 1
2

dt Uvvnðvx;v0;nÞ þ Uvvnðv0;vx; nÞ þ UUvnðU0;vx; nÞ
h i

� h2dt2 Uvwwðvx;w;wÞ þ UvIIðvx; I; IÞ þ Uvngðvx;nÞ
� �

ð71Þ

QUwwx¼1
2
dt Uwwðwx;wþw0ÞþUwwðwþw0;wxÞ
� �

�1
2
h2dt2 UUwwðU0;wx;wþw0ÞþUUwwðU0;wþw0;wxÞUvwwðv0;wx;wþw0ÞþUvwwðv0;wþw0;wxÞþUVwIðV0;wx;Iþ I0Þ

h i
ð72Þ

QUII
x ¼ 1

2
dt UIIðIx; I þ I0Þ þ UIIðI þ I0; IxÞ
h i

� 1
2

h2dt2 UUIIðU0; Ix; I þ I0Þ þ UUIIðU0; I þ I0; IxÞUvIIðv0; Ix; I þ I0Þ þ UvIIðv0; I þ I0; IxÞ þ UVwIðV0;wþ w0; IxÞ
h i

ð73Þ

QUppx ¼ 0 ð74Þ

QUnnx ¼ dt UUUnðU0;U0;nxÞ þ UVVnðV0;V0;nxÞ þ Uvvnðv0;v0;nxÞ þ UUvnðU0;v0;nxÞ þ UngðnxÞ
h i
þ dt2 UUngðU0;nxÞ þ Uvngðv0;nxÞ

h i
ð75Þ
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C.1.2. Toroidal velocity equation

x x x 2 2 x
SVUU ¼ �hdt½VUVnðU ;V ; nÞ þ VUPðU Þ� � h dt ½VUwIðU ;w; IÞ� ð76Þ

SVV Vx ¼ VVnðVx; nÞ � hdt VUVnðU;Vx;nÞ þ VVvnðVx;v; nÞ þ VVPðVxÞ þ VVrðVxÞ
� �

� h2dt2½VVwwðVx;w;wÞ� ð77Þ

SVvvx ¼ �hdt½VVvnðV ;vx;nÞ þ VvPðvxÞ� � h2dt2½VvwIðvx;w; IÞ� ð78Þ

DVUUx ¼ ð1� hÞdt½VUPðUxÞ� þ 1
2
� h

� �
dt½VUVnðUx;V ;nÞ� þ 1

2
dt½VUVnðUx;V0;nÞ� � h2dt2½VUwIðUx;w; IÞ� ð79Þ

DVV Vx ¼ VVnðVx;nÞð1� hÞdt½VVPðVxÞ þ VVrðVxÞ� 1
2
� h

� �
dt½VUVnðU;Vx;nÞ þ VVvnðVx;v;nÞ� þ 1

2
dt½VUVnðU0;Vx; nÞ

þ VVvnðVx;v0;nÞ� � h2dt2½VVwwðVx;w;wÞ� ð80Þ

DVvvx ¼ ð1� hÞdt½VvPðvxÞ� þ 1
2
� h

� �
dt½VVvnðV ;vx; nÞ� þ 1

2
dt½VVvnðV0;vx; nÞ� � h2dt2½VvwIðvx;w; IÞ� ð81Þ

Q Vwwx ¼ 1
2

dt VwIðwx; I þ I0Þ
h i

þ 1
2

hdt2 lVVwwðV0;wþ w0;wxÞ þ VVwwðV0;wx;wþ w0Þ þ UUwIðU0;wx; I þ I0Þ þ UvwIðv0;wx; I þ I0Þ
h i

ð82Þ

Q VII
x ¼ 1

2
dt½VwIðwþ w0; IxÞ� þ 1

2
hdt2 UUwIðU0;wþ w0; IxÞ þ UvwIðv0;wþ w0; IxÞ

h i
ð83Þ

Q Vppx ¼ 0 ð84Þ

Q Vnnx ¼ dt½VUVnðU0;V0; nxÞ þ VVvnðV0;v0;nxÞ� ð85Þ
C.1.3. Compressional velocity equation

x x x x x x x� �

SvUU ¼ XUnðU ;nÞ � hdt XUUnðU ;U;nÞ þ XUUnðU;U ;nÞ þ XUvnðU ;v;nÞ þ XUPðU Þ þ XUrðU Þ

� h2dt2 XUwwðUx;w;wÞ þ XUIIðUx; I; IÞ þ XUpðUx;pÞ þ XUngðUx;nÞ
� �

ð86Þ

SvV Vx ¼ �hdt XVVnðVx;V ;nÞ þ XVVnðV ;Vx;nÞ þ XVPðVxÞ½ � � h2dt2 XVwIðVx;w; IÞ
� �

ð87Þ

SUvvx ¼ Xvnðvx;nÞ � hdt Xvvnðvx;v;nÞ þ Xvvnðv;vx;nÞ þ XUvnðU;vx;nÞ þ XvPðvxÞ þ XvrðvxÞ
� �

� h2dt2 Xvwwðvx;w;wÞ þ XvIIðvx; I; IÞ þ Xvpðvx;pÞ þ XvgðvxÞ
� �

ð88Þ

DvUUx ¼ XUnðUx;nÞ þ ð1� hÞdt½XUPðUxÞ þ XUrðUxÞ� þ 1
2
� h

� �
dt XUUnðUx;U;nÞ þ XUUnðU;Ux;nÞ þ XUvnðUx;v;nÞ
� �

þ 1
2

dt XUUnðUx;U0;nÞ þ XUUnðU0;Ux;nÞ þ XUvnðUx;v0;nÞ
h i

� h2dt2 XUwwðUx;w;wÞ þ XUIIðUx; I; IÞ þ XUpðUxpÞ þ XUngðUx;nÞ
� �

ð89Þ

DvV Vx ¼ ð1� hÞdt½XVPðVxÞ� 1
2
� h

� �
dt½XVVnðVx;V ;nÞ þ XVVnðV ;Vx;nÞ� þ 1

2
dt½XVVnðVx;V0;nÞ þ XVVnðV0;Vx; nÞ�

� h2dt2½XVwIðVx;w; IÞ� ð90Þ

Dvvvx ¼ Xvnðvx; nÞ þ ð1� hÞdt½XvPðvxÞ þ XvrðvxÞ� þ 1
2
� h

� �
dt Xvvnðvx;v;nÞ þ Xvvnðv;vx;nÞ þ XUvnðU;vx;nÞ
� �

þ 1
2

dt Xvvnðvx;v0; nÞ þ Xvvnðv0;vx;nÞ þ XUvnðU0;vx;nÞ
h i

� h2dt2 Xvwwðvx;w;wÞ þ XvIIðvx; I; IÞ þ Xvpðv;pÞ þ XvngðvxnÞ
� �

ð91Þ
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Qvwwx¼1
2
dt Xwwðwx;wþw0ÞþXwwðwþw0;wxÞ
� �

�1
2
h2dt2 XUwwðU0;wx;wþw0ÞþXUwwðU0;wþw0;wxÞþXvwwðv0;wx;wþw0ÞþXvwwðv0;wþw0;wxÞþXVwIðV0;wx;IþI0Þ

h i
ð92Þ

QvII
x ¼ 1

2
dt XIIðIx; I þ I0Þ þ XIIðI þ I0; IxÞ
h i

� 1
2

h2dt2 XUIIðU0; Ix; I þ I0Þ þ XUIIðU0; I þ I0; IxÞXvIIðv0; Ix; I þ I0Þ þ XvIIðv0; I þ I0; IxÞ þ XVwIðV0;wþ w0; IxÞ
h i

ð93Þ

Qvppx ¼ dt½XpðpxÞ� þ hdt2 XUpðU0;pxÞ þ Xvpðv0; pxÞ
h i

ð94Þ

Qvnnx ¼ dt XUUnðU0;U0;nxÞ þ XVVnðV0;V0; nxÞ þ Xvvnðv0;v0;nxÞ þ XUvnðU0;v0;nxÞ þ XngðnxÞ
h i

þ dt2½XUngðU0; nxÞ

þ Xvngðv0;nxÞ� ð95Þ
C.1.4. Density equation

x x x x x
Snnn ¼ Nnðn Þ � hdt½NnUðn ;UÞ þ Nnvðn ;vÞ þ NnDnðn Þ� ð96Þ

Dnnnx ¼ NnðnxÞ þ ð1� hÞdt½NnUðnx;UÞ þ Nnvðnx;vÞ þ NnDn ðnxÞ� ð97Þ

RnUUx ¼ /dt½NnUðn;UxÞ� ð98Þ

RnV Vx ¼ 0 ð99Þ

Rnvvx ¼ /dt½Nnvðn;vxÞ� ð100Þ

QnUUx ¼ ð1� /Þdt½NnUðn;UxÞ� þ dt½NnUðn0;UxÞ� ð101Þ

QnV Vx ¼ 0 ð102Þ

Qnvvx ¼ ð1� /Þdt Nnvðn;vxÞ
� �

þ dt½Nnvðn0;vxÞ� ð103Þ
C.1.5. Pressure equation

x x x x x x x
� �
Sppp ¼ Ppðp Þ � hdt PpUðp ;UÞ þ Ppvðp ;vÞ þ Ppjðp Þ þ PpIjðp ; IÞ þ Ppwwjðp ;w;wÞ ð104Þ

Dpppx ¼ PpðpxÞ þ ð1� hÞdt PpUðpx;UÞ þ Ppvðpx;vÞ þ PpjðpxÞ þ PpIjðpx; IÞ þ Ppwwjðpx;w;wÞ
� �

ð105Þ

RpUUx ¼ /dt PpUðp;UxÞ þ PUvrðUx;vÞ þ PUUrðUx;UÞ þ PUUrðU;UxÞ
� �

ð106Þ

RpV Vx ¼ /dt½PVVrðVx;VÞ þ PVVrðV ;VxÞ� ð107Þ

Rpvvx ¼ /dt lPpvðp;vxÞ þ PUvrðUx;v;rÞ þ Pvvrðvx;vÞ þ Pvvrðv;vxÞ
� �

ð108Þ

QpUUx ¼ ð1� /Þdt½PpUðp;UxÞ� þ dt½PpUðp0;UxÞ�

þ 1
2
� /

� �
dt PUvrðUx;vÞ þ PUUrðUx;UÞ þ PUUrðU;UxÞ
� �1

2
dt PUvrðUx;v0Þ þ PUUrðUx;U0Þ þ PUUrðU0;UxÞ
h i

ð109Þ

QpV Vx ¼ 1
2
� /

� �
dt½PVVrðVx;VÞ þ PVVrðV ;VxÞ� þ 1

2
dt½PVVrðVx;V0Þ þ PVVrðV0;VxÞ� ð110Þ

Qpvvx ¼ ð1� /Þdt½Ppvðp;vxÞ� þ dt½Ppvðp0;vxÞ�

þ 1
2
� /

� �
dt PUvrðU;vxÞ þ Pvvrðvx;vÞ þ Pvvrðv;vxÞ
� �1

2
dt PUvrðU0;vxÞ þ Pvvrðvx;v0Þ þ Pvvrðv0;vxÞ
h i

ð111Þ
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Op ¼ dt PpeIðpe; IÞ þ Pwwgðw;wÞ þ PIIgðI; IÞ
� �

ð112Þ
C.1.6. Electron pressure equation

x x x x x� �

Speww ¼ �hdt Pwwgðw ;wÞ þ Pwwgðw;w Þ þ Ppwwjðpe;w ;wÞ þ Ppwwjðpe;w;w Þ ð113Þ

SpeII
x ¼ �hdt PIIgðIx; IÞ þ PIIgðI; IxÞ þ PpeIðpe; I

xÞ þ PpIjðpe; I
xÞ

� �
ð114Þ

Spepe
px

e ¼ Ppðpx
eÞ � hdt PpUðpx

e;UÞ þ Ppvðpx
e;vÞ þ PpeIðpx

e; IÞ þ Ppjðpx
eÞ þ PpIjðpx

e; IÞ þ Ppwwjðpx
e;w;wÞ

� �
ð115Þ

Dpewwx ¼ 1
2
� h

� �
dt Pwwgðwx;wÞ þ Pwwgðw;wxÞ þ Ppwwjðpe;w

x;wÞ þ Ppwwjðpe;w;w
xÞ

� �
þ 1

2
dt Pwwgðwx;w0Þ þ Pwwgðw0;wxÞ þ Ppwwjðpe;w

x;w0Þ þ Ppwwjðpe;w
0;wxÞ

� �
ð116Þ

DpeII
x ¼ �hdt½PpeIðpe; I

xÞ þ PpIjðpe; I
xÞ� þ dt½PpeIðp0

e ; I
xÞ þ PpIjðp0

e ; I
xÞ� þ 1

2
� h

� �
dt½PIIgðIx; IÞ þ PIIgðI; IxÞ�

þ 1
2

dt½PIIgðIx; I0Þ þ PIIgðI0; IxÞ� ð117Þ

Dpepe
px

e ¼ Ppðpx
eÞ þ ð1� hÞdt PpUðpx

e;UÞ þ Ppvðpx
e;vÞ þ PpeIðpx

e; IÞ þ Ppjðpx
eÞ þ PpIjðpx

e; IÞ þ Ppwwjðpx
e;w;wÞ

� �
ð118Þ

RpeUUx ¼ /dt½PpUðpe;U
xÞ� ð119Þ

RpeV Vx ¼ 0 ð120Þ

Rpevv
x ¼ /dt½Ppvðpe;vxÞ� ð121Þ

Q peUUx ¼ ð1� /Þdt½PpUðpe;U
xÞ� þ dt½PpUðp0

e ;U
xÞ� ð122Þ

Q peV Vx ¼ 0 ð123Þ

Q pevv
x ¼ ð1� /Þdt½Ppvðpe;vxÞ� þ dt½Ppvðp0

e ;v
xÞ� ð124Þ

Ope
¼ 0 ð125Þ
C.1.7. Magnetic flux equation

x x x x x x� �

Swww ¼ Wwðw Þ � hdt WwUðw ;UÞ þWwvðw ;vÞ þWwIðw ; IÞ þWwgðw Þþ ð126Þ

SwI I
x ¼ �hdt½WwIðw; IxÞ� ð127Þ

Swpe
px

e ¼ 0 ð128Þ

Dwwwx ¼ WwðwxÞð1� hÞdt WwUðwx;UÞ þWwvðwx;vÞ þWwgðwxÞþ
� �

þ 1
2
� h

� �
dt½WwIðwx; IÞ� þ 1

2
dt½WwIðwx; I0Þ� ð129Þ

DwI I
x ¼ 1

2
� h

� �
dt½WwIðw; IxÞ� þ 1

2
dt½WwIðw0; IxÞ� ð130Þ

Dwpe
px

e ¼ 0 ð131Þ

RwUUx ¼ /dt½WwUðw;UxÞ� ð132Þ

RwV Vx ¼ 0 ð133Þ

Rwvvx ¼ /dt½Wwvðw;vxÞ� ð134Þ
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QwUUx ¼ �/dt½WwUðw;UxÞ� þ dt½WwUðw0;UxÞ� ð135Þ

QwV Vx ¼ 0 ð136Þ

Qwvvx ¼ �/dt½Wwvðw;vxÞ� þ dt½Wwvðw0;vxÞ� ð137Þ
C.1.8. Toroidal magnetic field equation

x x x x� �

SIww ¼ �hdt Iwwðw ;wÞ þ Iwwðw;w Þ þ IwV ðw ;VÞ ð138Þ

SIII
x ¼ IIðIxÞ � hdt IIUðIx;UÞ þ IIvðIx;vÞ þ IIgðIxÞ þ IIIðIx; IÞ þ IIIðI; IxÞ

� �
ð139Þ

SIpe
px

e ¼ �hdt½Ipe
ðpx

eÞ� ð140Þ

DIwwx ¼ ð1� hÞdt½IwV ðwx;VÞ� þ 1
2
� h

� �
dt½Iwwðwx;wÞ þ Iwwðw;wxÞ� þ 1

2
dt½Iwwðwx;w0Þ þ Iwwðw0;wxÞ� ð141Þ

DIII
x ¼ IIðIxÞ þ ð1� hÞdt IIUðIx;UÞ þ IIvðIx;vÞ þ IIgðIxÞ

� �
þ 1

2
� h

� �
dt½IIIðIx; IÞ þ IIIðI; IxÞ� þ 1

2
dt½IIIðIx; I0Þ þ IIIðI0; IxÞ� ð142Þ

DIpe
px

e ¼ ð1� hÞdt½Ipe
ðpx

eÞ� ð143Þ

RIUUx ¼ /dt½IIUðI;UxÞ� ð144Þ

RIV Vx ¼ /dt½IwV ðw;VxÞ� ð145Þ

RIvvx ¼ /dt½IIvðI;vxÞ� ð146Þ

QIUUx ¼ �/dt½IIUðI;UxÞ� þ dt½IIUðI0;UxÞ� ð147Þ

QIV Vx ¼ �/dt½IwV ðw;VxÞ� þ dt½IwUðw0;VxÞ� ð148Þ

QIvvx ¼ �/dt½IIvðI;vxÞ� þ dt½IIvðI0;vxÞ� ð149Þ
C.2. Matrix element component terms

The terms in the above equations are categorized and defined in the following sections. Each term has been integrated by
parts to arrive at the simplest expression for which the order of differentiation on the trial function is roughly equal to that
on the physical fields. The integrations by parts of tensor quantities are aided by use of the following identities, which hold
for any symmetric tensor P:
R2mru � r � ðr �PÞ ¼ R2mZru �P � ru�rm �P � rZ þ Rru � ½rrðmRÞ�: P� þ r � A1 ð150Þ

� R2mru � ðr �PÞ ¼ R2rm �P � ruþr � A2 ð151Þ

� mr � ðr �PÞ ¼ �rrm : Pþr � A3 ð152Þ
where
A1 ¼ �R2mru� ðr �PÞ � RP � ½ru�rðRmÞ� þ mP � rz

A2 ¼ �R2mP � ru
A3 ¼ rm �P� mr �P:
In order to simplify the notation of the following terms, A � B is defined to mean A ¼
R

dA B.

C.2.1. Magnetohydrodynamic terms
The terms in this section are the basic magnetohydrodynamic terms in the two-fluid equations, which do not depend on

any specific choice of closure. These terms include convection, internal forces (pressure, Lorentz force), and electromagnetic
induction.
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NnðnÞ � mn

NnUðn;UÞ � m½U;n�
Nnvðn;vÞ � nhm;vi � r � ðmnrvÞ
NnDnðn;DnÞ � �Dnhm;ni þ r � ðmDnrnÞ

ð153Þ

UUnðU; nÞ � � 1
R2 nhR2m;Ui þ r � ðmnrUÞ

Uvnðv; nÞ � �R2m½n;v�
UUUnðU;U; nÞ � 1

R2 nD�U½R2m;U� þ 1
2R2 hU;Ui½R2m;n� � ½mnD�U;U� � 1

2 mhU;Ui;n
� �

UVVnðV ;V ; nÞ � 1
2R2 ½m;R2�VVn� 1

R mnVV ;R
� �

UUvnðU;v;nÞ � 1
R2 nD�UhR2m;vi � ½U;v�½R2m;n� � r � ðmnD�UrvÞ � ½R2m½v;U�; n�

Uvvnðv;v;nÞ � 1
2 hv;vi½R

2m; n� � 1
2 R2mhv;vi;n
h i

Uwwðw;wÞ � � 1
R2 ½R2m;w�D�w� ½w; mD�w�

UIIðI; IÞ � �R2mI I; 1
R2

h i

ð154Þ

VVnðV ; nÞ � mnV

VUVnðU;V ; nÞ � mn½U;V �
VVvnðV ;v; nÞ � �mnhv;Vi
VwIðw; IÞ � m½I;w�

ð155Þ

XUnðU;nÞ � m½n;U�
Xvnðv;nÞ � �nhm;vi þ r � ðmnrvÞ
XpðpÞ � �mr2p

XUUnðU;U;nÞ � � 1
R2 nD�Uhm;Ui þ 1

2 nhm; hU;Ui
R2 i þ r � 1

R2 mnD�UrU
� �

�r � 1
2 mnr 1

R2 hU;Ui
� �h i

XVVnðV ;V ;nÞ � 1
2 nVVh 1

R2 ; mi þ r � 1
R3 mnVVrR
� �

XUvnðU;v;nÞ � ðnr2mþ hn; miÞ½U;v� þ nD�U½m;v� þ r � ðmnr½U;v� � n½U;v�rmÞ � ½mnD�U;v�
Xvvnðv;v;nÞ � 1

2 nhm; hv;vii � r � 1
2 mnrhv;vi
	 


Xwwðw;wÞ � 1
R2 D�whm;wi � r � 1

R2 mD�wrw
� �

XIIðI; IÞ � 1
R2 Ihm; Ii � r � 1

R2 mIrI
� �

ð156Þ

WwðwÞ � mw

WwUðw;UÞ � m½U;w�
Wwvðw;vÞ � �mhv;wi
WwIðw; IÞ � dim 1

n ½w; I�

ð157Þ

IIðIÞ � mI

IIUðI;UÞ � R2m U; I
R2

h i
IwV ðw;VÞ � R2m V

R2 ;w
h i

IIvðI;vÞ � I
R2 hR2m;vi � r � ðmIrvÞ

Iwwðw;wÞ � di
D�w
R2n
½w;R2m� þ di

1
n mD

�w;w
� �

IIIðI; IÞ � diR
2mI 1

R2n
; I

h i
Ipe
ðpeÞ � diR

2m 1
n ;pe

� �

ð158Þ

PpðpÞ � mp
PpUðp;UÞ � m½U;p�
Ppvðp;vÞ � Cphm;vi þ ðC� 1Þmhp;vi � r � ðCmprvÞ
PpeIðpe; IÞ � di

1
n m pe; I½ � þ Cmpe

1
n ; I
� �	 
 ð159Þ
Terms arising from LðuÞ. The following terms arise from the ideal MHD operator term LðuÞ in Eq. (21).
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UUwwðU;w;wÞ � 1
R2 h½R2m;w�; ½U;w�i � 1

R2 ½R2m; ½U;w��D�wþ ½mD�½U;w�;w� þ ½mD�w; ½U;w�� � r � 1
R2 ½R2m;w�r½U;w�
� �

UUIIðU; I; IÞ � ½R2; m�I U; I
R2

h i
� R2; mI U; I

R2

h ih i
UVwIðV ;w; IÞ � ½R2; m�I V

R2 ;w
h i

� R2; mI V
R2 ;w
h ih i

Uvwwðv;w;wÞ � � 1
R2 h½R2m;w�; hv;wii þ 1

R2 ½R2m; hv;wi�D�w� ½mD�hv;wi;w� � ½mD�w; hv;wi� þ r � 1
R2 ½R2m;w�rhv;wi
� �

UvIIðv; I; IÞ � 1
R2 ½m;R2�IðID�vþ hI;viÞ � 1

R2 mIðID�vþ hI;viÞ;R2
h i

ð160Þ

VUwIðU;w; IÞ � ½m;U�½I;w� þ 1
R2 I½U;R2�½m;w� þ R2m U; I

R2

h i
;w

h i
þ ½I; m½U;w��

VVwwðV ;w;wÞ � �½m;w�½V ;w� � 1
R2 V ½w;R2�½m;w� þ R2m V

R2 ;w
h i

;w
h i

VvwIðv;w; IÞ � ½m;w�ðID�vþ hI;viÞ � hv;wi½m; I� � ½mðID�vþ hI;viÞ;w� � ½I; mhv;wi�

ð161Þ

XUpðU; pÞ � �r2m½U; p� þ r � ð½U;p�rm� mr½U;p�Þ
Xvpðv;pÞ � r2mðCpr2vþ hp;viÞ þ r � ½mrðCpr2vþ hp;viÞ � ðCpr2vþ hp;viÞrm�

XUwwðU;w;wÞ � 1
R2 hm; ½U;w�iD�w� 1

R2 hhm;wi; ½U;w�i � r � 1
R2 mD�wr½U;w� þ 1

R2 mD�½U;w�rw� 1
R2 hm;wir½U;w�

� �
XUIIðU; I; IÞ � �r2mI U; I

R2

h i
þr � I U; I

R2

h i
rm� 1

R2 mr R2I U; I
R2

h i� �h i
XVwIðV ;w; IÞ � �D�mI V

R2 ;w
h i

þr � I V
R2 ;w
h i

rm� 1
R2 mr R2I V

R2 ;w
h i� �h i

Xvwwðv;w;wÞ � � 1
R2 hm; hv;wiiD�wþ 1

R2 hhm;wi; hv;wiir � 1
R2 mD�wrhv;wi þ 1

R2 mD�hv;wirw� 1
R2 hm;wirhv;wi

� �
XvIIðv; I; IÞ � 1

R2r2mIðIr2vþ hI;viÞ þ r � 1
R2 mr½IðIr2vþ hI;viÞ� � 1

R2rmIðIr2vþ hI;viÞ
n o

ð162Þ
C.2.2. Collisional forces
Assuming the collisional force R is of the form given by Eq. (8) (which neglects the thermal force), the contributions to the

scalar equations due to this force are given by
WwgðwÞ � mgD�w

IIgðIÞ � �
1
R2 ghR2m; Ii þ r � ðmgrIÞ

Pwwgðw;wÞ � ðC� 1Þ 1
R2 mgD�wD�w

PIIgðI; IÞ � ðC� 1Þ 1
R2 mghI; Ii:

ð163Þ
C.2.3. Gravity
These terms are obtained assuming a gravitational force of the form given by Eq. (16). (Note that here the subscripts on g

denote vector components, not derivatives.)
UngðnÞ � gRm½n;R� � gZRmhn;Ri

XngðnÞ �
n

R2 ðgRhm;Ri þ gZR½m;R�Þ:
ð164Þ
Gravitational terms arising from analytic density advance. The numerical stability of simulations of gravitational modes may be
greatly improved by Taylor expanding n in the gravity term of the velocity advance and using the analytic form of _n to elim-
inate the advanced-time occurrences of n in that term (in the same manner as B is treated throughout the velocity advance).
This procedure leads to the following terms:
UUngðU;nÞ � �½n;U� 1
R gZhR2m;Ri � 1

R2 gR½m;R�
� �

þr � ðRmgZ ½n;U�rRÞ � ½mgR½n;U�;R�

Uvngðv;nÞ � �ðnr2vþ hn;viÞ 1
R gZhR

2m;Ri � 1
R2 gR½m;R�

� �
þr � ½mRgZðnr2vþ hn;viÞrR� � ½mgRðnr2vþ hn;viÞ;R�

ð165Þ

XUngðU; nÞ � ½U; n� RgZ ½m;R� þ 1
R2 gRhm;Ri

� �
� ½RmgZ ½U;n�;R� � r � 1

R2 mgR½U; n�rR
h i

Xvngðv; nÞ � �ðnr2vþ hn;viÞ RgZ ½m;R� þ 1
R2 gRhm;Ri

� �
� ½RmgZðnr2vþ hn;viÞ;R� � r � 1

R2 mgRðnr2vþ hn;viÞrR
h i

:
ð166Þ
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C.2.4. Heat flux terms
These terms are obtained assuming a heat flux density of the form given by Eq. (15).
Pj� ðj; TÞ � �ðC� 1Þmj�r2T

Pjk ðjk; T;w;w;B
�2Þ � �ðC� 1Þjk

1
B2 ½w; m�½w; T� þ r � ½ðC� 1Þmjkbb � rT�

Pj^ ðj^; T; I;B
�2Þ � ðC� 1Þj^

I
B
½m; T� þ r � ½ðC� 1Þmj^b�rT�

ð167Þ
where
B2 ¼ 1
R2 ½hw;wi þ I2�:
C.2.5. Particle Source
The particle source term is:
NrðrÞ � mr: ð168Þ

The contributions to the momentum equation due to the particle source are:
UUrðU;rÞ �
1
R2 hR

2m;Uirþr � ðmrrUÞ

Uvrðv;rÞ � �½R2m;v�rþ ½v;R2mr�
VVrðV ;rÞ � �mVr
XUrðU;rÞ � ½m;U�rþ ½U; mr�
Xvrðv;rÞ � hm;virþr � ðmrrvÞ

ð169Þ
The contributions to the pressure equation do to the particle source are:
Pr � PUUr þ PVVr þ Pvvr þ PUvr

PUUrðU;U;rÞ �
1

2R2 mrhU;Ui

PVVrðV ;V ;rÞ �
1

2R2 mrV2

Pvvrðv;v;rÞ �
1
2
mrhv;vi

PrUvðU;v;rÞ � mr½v;U�

ð170Þ
C.2.6. Viscosity
The viscous terms are each the sum of the isotropic, parallel, and gyroviscous contributions:
ABPðBÞ ¼ ABP� ðBÞ þ ABPk ðBÞ þ ABP^ ðBÞ
where A and B are each one of fU;V ;vg. Each contribution is described in the following sections.

C.2.6.1. Isotropic viscosity. These terms result from isotropic viscosity of the form given by Eq. (12).
UUP� ðUÞ �
1
R2 ½ðhl;R

2mi þ lD�ðR2mÞÞD�U þr2lhR2m;Ui þ D�ðR2mÞhl;Ui�

UvP� ðvÞ � �r2ðR2mÞ½l;v� � D�l½R2m;v� � 1
R2 D�ðR2vÞ½R2m;l�

VVP� ðVÞ � ½hm;li þ
1
R2 lD�ðR2mÞ�V

XUP� ðUÞ � r2m½l;U� þ r2l½m;U� þ D�U½m;l�
XvP� ðvÞ � r2mhl;vi þ r2lhm;vi þ 2lcr2mr2v

ð171Þ
C.2.6.2. Parallel viscosity. These terms are obtained assuming a parallel viscosity of the form given in Eq. (10). These equa-
tions were obtained using Eqs. (150)–(152). For compactness, derivatives are written as subscripts in the following expres-
sions (i.e. mZ ¼ @Zm).

Each term takes the form
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ABPk ðBÞ � lkDASB ð172Þ
where A and B are each one of fU;V ;vg.
DU ¼
3
B2 �1

2
R2 m;

hw;wi
R2

� �
þ hw; ½m;w�i � 1

R2 I2mZ �
2
R2 ½mZðw2

Z � w2
RÞ þ 2mRwRwZ �


 �

DV ¼ �3
I
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C.2.6.3. Gyroviscosity. These terms are obtained using Eqs. (150)–(152) assuming a gyroviscosity of the form given by Eq.
(11).
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C.2.6.4. Viscous heating. The contributions from viscous heating �ðP : ruÞ are
PP� ¼ PP�UU þ PP�VV þ PP�vv þ PP�Uv
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where 1
2 b �W � b ¼ SU þ SV þ Sv, as defined in Section C.2.6.2. Note that gyroviscosity is not dissipative, and does not contrib-

ute to viscous heating.

C.2.7. Electron viscosity
The contribution from electron viscous heating diPe : r J
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